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Abstract. Collaborative learning motivates active participatof individuals in
their learning process, which often results inattaining of creative and critical
thinking skills. In this way, students and teachemes viewed as both providers
and consumers of knowledge gathered in environmertsre everybody
teaches and learns, by interacting with each otReer-to-peer networking
reflects and supports this non-hierarchical refetiop between teachers and
students in a collaborative learning community. this paper we present
Help&Learn, an agent-based peer-to-peer helpdestersyto support extra-
class interactions among students and teachergp&Hearn expands the
student’s possibility of solving problems, gettiitgzolved in a cooperative
learning experience that transcends the limits isstooms. To model
Help&Learn, we have used Agent-Object-Relationskipdeling Language
(AORML), an UML extension for agent-oriented modeli The aim of this
research is two-fold. On the one hand, we aim afogxg Help&Learn’s
potential to support collaborative learning, dising its knowledge
management strategy. On the other hand, we ainhatisg the expressive
power and the modeling strengths of AORML.
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1 Introduction

Collaborative learning reflects the ‘constructiviapproach, where the learner does
not simply reproduce reality but actively createsisually in a collaborative dialogue
with other actors [9]. Cognitive psychology thesrieand especially the work of
Piaget and Vygotsky [6], claim that collaboratieneissential for the development of
logical thinking and, ultimately, learning. In thigay, instead of being based on
information assimilation and memorization, colladtore methods are based on
students of different performance levels workingjiiaups, sharing a common goal.
Contrasting with traditional education practicesich view teachers as producers
and students as consumers of knowledge, in cobdiverlearning, both teachers and
students are seen, at the same time, as producdrecmsumers, gathered in an
environment where everyone has something to teawh something to learn.



Consequently, instead of playing the role of détgirand transmitting knowledge, the
teacher assumes other functions, such as thosetfator, guide and collaborator.
Meanwhile, the students become more active anansgige for their own learning.

Papert’s Constructionist theory [3] emphasizes ihgortance of sharing
knowledge by the means of concrete artifacts. Hémd that learning effectively
occurs when the learner is “engaged in the con#bruof something external or at
least shareable... a sand castle, a machine, auemprogram, a book.” [3].
According to Papert, building something meaningfoll sharable leads to a cyclic
process of externalizing knowledge that is in thedwf the learner and internalizing
new structures, as a result of the social intevactiround this external artifact. This
externalization and internalization cycle seemesdimcide with Nonaka & Takeushi’s
Knowledge Management (KM) theory [13]. Accordingthem, there are two types of
knowledge: explicit and tacit. The former refersctalifiable components, which can
be disembodied and transmitted, while the latttarseto knowledge that is “confined
in people’s mind”, being difficult to articulate @ndisseminate. Through social
interaction and collaboration, tacit knowledge usned into explicit, and individual
knowledge is turned into organizational. Organedl knowledge creation is a result
of a continuous and dynamic process of conversiemvéden these two knowledge
types.

Collaborative learning communities can be seenrganizations that share both
explicit and tacit knowledge. A common problem loége settings is the fact that the
community’s resources are distributed among its bes) thus it is not easy to find
out who has the right piece of information, knovgedor advice. Targeting this
problem, we propose Help&Learn (H&L), a peer-toipsgstem aimed at supporting
the organization and sharing of distributed knogkedn collaborative learning
communities. Peer-to-peer technology allows shasinggsources via direct exchange
among individual systems in a digital network, mally supporting KM by closely
adopting the conventions of face-to-face commuigodtl6]. In such networks, there
are no central servers controlling the interacti@amsong peers. This horizontal
relationship between peers allows the creation mh rknowledge sharing
environments, in which people look for each othasdal on common interests, social
affinity and personal characteristics. This confedion can be quite interesting to
support collaborative learning communities, reflggtthe non-hierarchic relationship
between teachers, students and other members.

From a software engineering perspective, the aisadysl design of the distributed
processes involved in knowledge management becooneaisingly sophisticated and
require an agent-oriented approach, such as thatAggject-Relationship Modeling
Language (AORML) [20], an extension of UML to modegjent-oriented information
systems. The strengths of AORML with respect to Kydtems are: 1) it considers the
organizations and actors of a domain as agenteimbdeling process. In this way, it
allows to model business processes on the bagiseahteractions between (human
and artificial) agents working on behalf of theirganizations. Related work is
mentioned in [5]. Although norms and contracts aa directly supported by
AORML, it provides deontic modeling constructs s commitments and claims
with respect to external agents, and obligationd aghts with respect to internal
agents. 2) the fact that ‘mentalistic’ concepts agfents, such as beliefs and
commitments, are explicitly considered in the systmodel, supports the software
engineer to reason about and to model the behatiagents, both internally and in
interaction with other agents of the system; jaiptures the behavior of agents with
the help of rules. Besides these strengths, sifO®ML is an extension of UML,



preserving its principles and concepts, it is areasible language, and it is likely to
face less resistance for industrial acceptanceuaad

The aim of this research is two-fold. On the onadhave aim at exploring H&L's
potential to support collaborative learning, dising its KM strategy. On the other
hand, we show that AORML is an appropriate languagmodel such a system, as
well as other KM environments. In section 2, KMdisscribed in connection with the
educational context. Section 3 presents a desmnigdf H&L, introducing the main
problems and activities in focus. Section 4 intrmeki AORML and its modeling
constructs, which are then applied in section Bs@nting part of the Help&Learn
system’s modeling. Section 6 acknowledges some wadgted to Help&Learn and to
AORML. Finally, some conclusions and future workedtions are presented in
sections 7.

2 Knowledge M anagement in Education

Collaborative Learning mediated by network-basedrenments have been the focus
of many recent research initiatives and experimg¢8i$5], especially within the
CSCL and the E-learning communities. The need fdatifferent kind of learning
approach has been also noted within the KM liteegtiike in [6]:

“The traditional education paradigm is inappropidbr studying the types of
open-ended and multidisciplinary problems that mm@st pressing to our society.
These problems, which typically involve a combioatiof social and technological
issues, require a new paradigm of education anchiten skills, including self-
directed learning, active collaboration, and coasition of multiple perspectives.”

Macada and Tijiboy (1998) [8] consider three esatetements for collaborative
learning to succeed in network-based environmegitscooperative posture, which
involves: non-hierarchical relationship between tparticipants, collaboration,
constant negotiation, open-mindedness, etc.; b)lalmmiative technological
infrastructure; and c) a non-hierarchical methoel, it is very important that all the
participants get involved in the constant orgamiratand re-organization of the
environment dynamics (meaning the establishmegbafs, norms, roles, priorities of
tasks, etc.).

Especially focused in b), this work is based on d@lssumption that KM can be
generally beneficial for learning [15]. KM can, forstance, motivate learners to be
more active and to collaborate. While feeding a Kydtem, the users need to create
artifacts, externalizing their knowledge, in ordermake it available for other users
(user-based approach for knowledge creation, sirtdldhe one adopted in [6]). This
process of externalization is an important step léarning. Supporting this idea,
Constructionist learning theories emphasize theoitamce for the learner to produce
something concrete, which he can share with hisrspg8]. In other words,
externalizing knowledge by means of a sharabldaattiwill help the learner to
perform synthesis and learn, and at the same timeay motivate him for peer
collaboration.

The knowledge resources exchanged in a learningogmeent cannot be much
differentiated from those exchanged for other psgso In this context: i) there is a
share of physical resources, such as: books, estiahd other educational artifacts; ii)
with the growing use of information technology aii Internet in these settings,
there are plenty of electronic documents, refergnaad web links; and, finally, iii)
there is also tacit knowledge [6], i.e. knowledbattis contained in people’s minds



and that is usually informally exchanged among thleyn different means, for
instance, in person, through messages, or vianeterommunication tools integrated
in virtual learning environments [15]. All theserrits of knowledge need to be
properly integrated and managed in order to bribgué positive changes in the
teaching/learning process.

Exemplifying the common difficulties of this contexve mention the fact that all
these resources are distributed among people antdttis not easy to find out who
has the right piece of information, knowledge ovied. The nature of these problems
suggest that KM systems (KMSs) can be highly recentable for learning settings.
In addition to that, software agents’ specific eteristics turn them into promising
candidates in providing a KMS solution [5]. Theggemts can be used both as a
metaphor to model the domain in which the systethbei deployed, and as software
components to develop the actual KMS.

Targeting the above highlighted problems, we prepét&L to support the
organization and sharing of distributed knowledd&e specifics about the KM
strategies applied in H&L are presented in the sesgsion.

3 Help&Learn: A Peer-to-Peer Architecture for Knowledge
Management in L earning Settings

Peer-to-peer introduces a set of concepts thatstakéhuman centered view of
knowledge as residing not just in people’s mindsdiso in the interaction between
people and between people and documents [19].

H&L expands the student’s possibility of solvingithdoubts, getting involved in a
cooperative learning experience that transcends lilés of classrooms. By
collaborating with other peers, the students lesith the doubts of others, besides
developing cognitive abilities, such as to staeady their doubts and thoughts; to
interpret questions; to mediate discussions; anddive problems. In this open
context, other interested parties may join thenegr community, such as business
employees and online organizations. They bring edéffit perspectives to the
discussions, making the cooperation richer. Figdreshows the peer-to-peer
architecture of the proposed scenario.
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Fig. 1. A teacher, a student, and employees of a compatsracting to ask and answer
guestions in the proposed peer-to-peer environment

We use the metaphor of a helpdesk, where somelsi@yfar help (the helpee) and
somebody provides the needed help (the helperh geer in the network is seen as a
source of knowledge. The agents of the system @sponsible for managing the



exchanges between these sources. This includémnaling a peer request for help
and delivering help in a personalized way; b) figdthe best peer to answer to a help
request; and c) searching through previously agkedtions/answers [15].

In H&L, knowledge is created and integrated in tise, including users
participation in these processes, and not in desige with the help of a knowledge
engineer. This model has many advantages, su@vaisting that knowledge artifacts
become obsolete, for being dependant on the kngwletgineering; and motivating
the users of the system to engage in collaboratimh learning, while creating and
sharing the artifact [6]. The knowledge in H&L ischanged by the system peers in
the form of Helpltems. These Helpltems can be vihatr how-to-do explanations,
bibliographic or Web references, electronic docuiieror even hardcopies,
depending on the peers setting (e.g. inside aosarca company, hardcopies can be
exchanged in addition to electronic copies).

The users are not required to perform knowledgendtivation. The exchanged
questions and answers are expressed and storedhtimaln language. Besides
mediating this exchange of help, the system agargsresponsible for searching
through previously asked questions and answergdeide the users with suitable
help.

The quality of knowledge artifacts is an importesue in KMSs [6]. In H&L, this
is measured by the peers themselves. The helpdadvs annotated by the helpee,
and this information is shared among the agentthefsystem, to be considered in
future helper indication.

As in a typical peer-to-peer application [19], &y kssue here is finding the best
peer to satisfy a certain help request. A helpeseiected if she can fulfill a help
request, by providing the helpee with appropriatdpHems. Besides expertise, the
time and availability of the peer are also consdeior the best helper indication. As
an example, a teacher may know the answer to amsfedjuestion but she may have
less time than an advanced student to spend on it.

A common problem in KM settings is motivating theets of the system to use it
in its full potential [6,8]. The peer motivation participate in discussions and answer
to helpees’ questions can be given by a senselofigiag to a learning community,
or by the desire of having a good social statusH@wever, this motivation can also
be caused by external factors, like teacher’'s oeiefiments or an external grading
system.

4 Agent-Object-Relationship Modeling

The Agent-Object-Relationship (AOR) modeling apmiog20] is based on an
ontological distinction between active and passintties, that is, betweeagentsand
objects This helps to capture the semantics of complexgsses, such as the one that
involves teachers and students, owners and em@mfege company, and other actors
involved in a KM environment. The agent metaphobssunes both artificial and
natural agents. This way, the users of the infoilomasystem are included and also
considered as agents in AOR modeling.

Intuitively, some connections can already be ideadti between the knowledge
artifacts in a KMS and objects, and between the KiM&rs and human agents. The
KMS itself can also be composed of multiple sofsvaagents, which perform
different tasks, accomplishing various goals, ideorto mediate the processes of



knowledge creation, integration and sharing. Thagents can be identified and
modeled with the aid of AORML.

AOR distinguishes between agents and objects aicgptd these two main points:
1) while the state of an object in OO programmiag ho generic structure, the state
of an agent has a ‘mentalistic’ structure: it cetssiof mental components such as
beliefs and commitments. 2) while messages in ¢lgeented programming are
coded in an application-specific ad-hoc manner, @ssage in Agent-Oriented
Programming is coded as a ‘speech act’ accordirggsiandard agent communication
language that is application-independent.

In AORML, an entity can be an agent, an event, @i, a claim, a commitment,
or an ordinary object. Agents and objects formpeesively, the active and passive
entities, while actions and events are the dynaemtities of the system model.
Commitments and claims establish a special typeetstionship between agents.
These concepts are fundamental components of satéahction processes and can
explicitly help to achieve coherent behavior whiease processes are semi or fully
automated.

Only agents can communicate, perceive, act, makamittnents and satisfy
claims. Ordinary objects are passive entities widtsuch capabilities. Besides human
and artificial agents, AOR also models institutioagents. Institutional agents are
usually composed of a number of human, artifiobal other institutional agents that
act on its behalf. Organizations, such as compargesernment institutions and
universities are modeled as institutional agentswing us to model the rights and
duties of their internal agents.

There are two basic types of AOR models: extermal aternal models. An
external AOR model adopts the perspective of aareat observer who is looking at
the (prototypical) agents and their interactions tire problem domain under
consideration. In an internal AOR model, we adbtinternal (first-person) view of
a particular agent to be modeled.

This paper is focused on the exemplification ofeexal AOR models, which
provide the means for an analysis of the applicatiomain. Typically, these models
have a focus, that is an agent, or a group of agdot which we would like to
develop a state and behavior model. Figure 2 shioavglements of an external AOR
model, in which the language notation can be seen.

sends N B
SRRk ) Message Type )i

External AgentType | H
Obiect Tvpe receives
Internal Non-Communicative
P IR - Object Type does Action Event Type I
. Commitment/Claim ~, |
. Type ................................. H
: perceives
Action Event Tvpe ; .
> > e _ Non-Action
perceives Event Type

Fig. 2. The core elements of AOR external models

Object types belong to one or several agents (@ntagypes). They define
containers for beliefs. If an object type belongslasively to one agent or agent type,



the corresponding rectangle is drawn inside thenagtype) rectangle. If an object
type represents beliefs that are shared among twwoce agents (or agent types), the
object type rectangle is connected with the respecigent (type) rectangles by
means of an UML aggregation connector.

As it can be seen in Figure 2, there is a distimchietween a communicative action
event (or a message) and a non-communicative nactieent. Also, AOR
distinguishes between action events and non-aetients. The figure also shows that
a commitment/claim is usually followed by the anti@vent that fulfills that
commitment (or satisfies that claim).

An external model may comprise one or more of thiewing diagrams:

« Agent Diagrams (ADs)depicting the agent types of the domain, certain
relevant object types, and the relationship ambegit An AD is similar to a
UML class diagram, but it also contains the donsmiartificial, human and
institutional agents.

* Interaction Frame Diagrams (IFDs)depicting the action event types and
commitment/claim types that determine the posdiitleractions between two
agent types (or instances).

* Interaction Sequence Diagrams (ISDslepicting prototypical instances of
interaction processes.

< Interaction Pattern Diagrams (IPDsjocusing on general interaction patterns
expressed by means of a set of reaction rulesidgfan interaction process
type. Reaction rules are the chosen component bR &Dshow the agent’s
reactive behavior and it can be represented beaibhigally and textually.

These diagrams will be exemplified in the follogisection. For further reference,
we refer to [20] and to the AOR website: http://eemearch.info/.

5 Help&Learn Modeling

AORML can be used throughout the whole developnognte of a system. In this
paper, we will focus on the analysis phase, in tviiie applied AOR external models.
Figure 3 depicts the agent diagram, which inclu@d#ls human, artificial and
institutional agents (distinguished by UML stergmy) involved in the helpdesk, and
their relationships. Note that this diagram is vsiryilar to the UML class diagram,
showing the system’s classes and relationshipsdagtwhem. For clarity purposes,
the attributes of agents and objects are omittetlindiagram. However, they can be
expressed following the traditional UML syntax.
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Fig. 3. Helpdesk System Agent Diagram

As the diagram in Fig. 3 shows, H&L brings togetl®udents, teachers and
general business professionals as peers of a hgaocoimmunity. Below, we give a
brief description of each artificial agent of thestem.

Help&Learn Infrastructure Server (1S). This agent addresses the management of
the H&L system itself. It provides the other adidil agents of the system, as well as
periodic updates.

Peer Assistant (PA). In order to start participating on discussionshi@ system, a
Person downloads the Peer Assistant (PA) from t&é 5. This way, this Person
becomes one of the system Peers, being able tttas a helpee and as a helper for
other Peers.

Directory Server (DS) and Broker (B). Every time the PA goes online, it registers
with the Directory Server (DS), becoming availabdeanswer help requests. When
doing this, the PA will provide the DS with a miraihmPeer profile, indicating what
topics can be answered by him. On the other hdwedBtoker creates his own Peer
profile by contacting the PAs and also by applyilaa mining techniques on the DS
profiles, in order to make rankings and classifaa. The Broker ranks the Peers
based on expertise, availability and reliabilitylanclassifies them based on interests.
This way, when queried by the PAs, it can providéorimation on the most
appropriate Peers to answer a certain help reqliestDS also maintains a repository
of previously provided explanations, along withithrespective request (typically, a
question). This way, the PA consults this agentyetime a question is forwarded to
it by a helpee, to check whether or not this qoestias been already answered. If so,
the answer is immediately recovered to the help#eerwise, the PA consults the



Broker for a best helper indication. In this repmsi, Information Retrieval
Techniques are used in order to group similar dueestand aid the retrieval of the
relevant ones, as well as to support the creati@m @automatic FAQ, according to the
proposals of a previous work [15].

SIG Assistant. Special Interest Groups (SIGs) are also allowegbtticipate in the
system (this is indicated by the inclusion of thetitutional agent SIG in the agent
diagram of Fig. 3). These SIGs usually pre-exist shistem, but can also be created
by suggestion of the Broker. It is not necessagnt il the members of a SIG are
Peers, only one member is enough (note this, aigaiime agent diagram, which
generalizes a SIG Member as a Person, insteadabhreit with the Peer class). The
Broker has a representation of the SIGs and cansalggest that a PA contacts one of
the SIG Assistants in order to ask the SIG for héle SIG Assistant broadcasts the
message to all members of the SIG. Then, the assaversent back to the PA. Today,
there are many SIGs advertised in the Web, speedhln several different areas. By
introducing them to the helpdesk system, we hoparéaden their interaction scope,
at the same time that we give the opportunity fbeoPeers to have their help request
answered by an expert on the topic.

Resource Manager (RM). The Resource Manager brings to the system existing
knowledge bases, which can be databases, docurepasitories etc. This way,
Helpltems that are not owned by any of the systeer$can also be considered and
consulted by the PAs. These knowledge bases cawrmulted through keyword or
query search. A System Peer does not directly co@eRM. Instead, this is done
through the PA. In the case of a query searchPter uses an interface, based on
established query languages such as SQL, XML-QuanRDF-Query, which will
then be translated by the contacted RM to the quamguage of the specific
knowledge base. These agents are typically dowetbdxy the owners of existing
knowledge bases, who will create the translaticcsjgation.

5.1 Interactionsin Help& Learn

The next step after defining the agents in theesysis to model their interactions
using Interaction Sequence Diagrams (ISDs) for mtecexamples. In H&L, a Peer
can request explanation, or for a document (reterealectronic copy or hardcopy).
For reasons of lack of space, only the first orexmmplified in this paper.

A prototypical interaction sequence triggered wheReer issues a request for an
explanation is shown on Figures 4 and 5. Such esempu should generally be
maintained in the same ISD, integrating the wholecess. This is especially useful
for automatic code generation. Here, we chosevioelithe sequence in two phases in
order to facilitate our exploration of the modelilagnguage specifics. Moreover, this
way the general understanding of the interactigueece may be eased.
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Fig. 4. Interaction Sequence Diagram, showing a help tgoeing issued by Anna, a H&L
Peer, and the best helper indication by the Broker

Figure 4 shows the Peer request and the best halfieation by the Broker. Here,
Anna, a system Peer, issues a request for helprt® A, asking “what is p2p?”. The
PA attempts first to find out if this question helseady been asked, by querying the
DS maintaining the Explanation Case (see Fig.3)cethis question is asked for the
first time, the PA cannot provide a direct answed asks the Broker to find the best
helper to answer this question. The Broker retarmanked list of possible Peers for
the PA to select. In our example, this list corgainly one indication: Mark.

Having the Broker’s indication, the PA will thery ttio get the Helpltem that fulfills
its user’s request. This is depicted in Fig. 5stirts with Anna’s PA contacting
Mark's PA with the request for help. Mark's PA riggl with an acknowledge
message, confirming it received the request. Iis tmoment, a commitment is
established from Mark’s PA towards Anna’s PA, fixithat the first will try to get
help (from its peers) to answer to the latter’suesy.

This commitment is also represented in the ISD igf B. It is created by the
acknowledge message (dashed arrow along with afte”,Create”) and it has two
arguments, a provideHelp and a noHelpAvailable agess These two messages
compose an Or-Split (diamond containing an “x”),ickhrepresent the possible
outcomes if the commitment is fulfilled. If any ethpossibility occurred, it would
mean the commitment had been broken. ProceeditigiiSD, we will see this is not
the case in this example. Mark's PA forwards thguest to Mark, who provides the
following answer: “p2p is a distributed technology...This message is then
forwarded to Anna’'s PA (note an arrow from this ssge to the commitment,
indicating its fulfillment). At last, the help (i.¢he explanation) gets to its destination:
Anna.
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Fig. 5. Interaction Sequence Diagram, showing how a PAsdedth the request for an

explanation, on behalf of its user

The use of commitments supports situations in wkiehcommunication between
two agents is asynchronous, as in this case. M&K'sonfirms it is going to provide
the help. However, Anna’s PA knows this can takeesdime, depending on Mark’s
availability and willingness to respond. Commitngeate also good constructs to treat
agent’s autonomy. If it were useful, we could reerg, for example, a commitment
between Mark and its Peer, establishing that Mamkinoits to answer to the help
request. At first sight, this does not seem veryirzd, since Mark is a human and, as
such, has full autonomy over the system. In ottases, though, dealing with life-
threatening situations and, of course, with aiifiagents, this can be rather a good
approach. Furthermore, commitments can be usedggens for exception handling.
For example, what should Anna’s PA do in case MafRA does not meet its
commitment? In H&L, this agent tries to find anatheeer to answer to the help

request.

Besides requesting an explanation, a Peer caraakstor documents, providing its
PA with a list of keywords. Figure 6 depicts théenactions between Help&Learn’s
agents, when a request of this type is issued.
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Fig. 6. Interaction Sequence Diagram, showing the intemagbrocess when a request for a
keyword search is issued by a peer

In the ISD of Fig 6, Anna requests its PA for doemts about “peer-to-peer”. The
PA asks the Broker who are the best helpers to emswthis request. The Broker
returns a list of ranked Peers to answer to thee®y In this case, this list contain two
Peers: Mark and Joanna. Next, Anna’s PA contaetth of both Peers, forwarding
the request for keyword search to them. The PAscketohrough the documents
owned by their Peers, returning the available damimmto Anna’s PA. Finally,
Anna’s PA forwards the documents to Anna.

Note that the sequence shown in Fig. 4, 5 and &tejost one of many possible
interactions. The software engineer should makenaber of ISDs in order to capture
various interaction perspectives. This way he cdternsards generalize the
interactions in Interaction Frame Diagrams (IFDshich depicts the action event
types and the commitment/claim types that deterntime possible interactions
between two agent types (or instances) [20].

Further, the interactions can be detailed in Ittiiwa Patterns Diagrams (IPDs).
These diagrams depict general interaction pattekpsessed by means of a set of
reaction rules, defining an interaction processetyReaction rules are the chosen
component by AOR to show the agent's reactive behavand they can be
represented both graphically and textually. Figudepicts an example of this type of
diagram.

The IPD of Fig. 7 depicts only the two agents ineal in this specific process: the
PA and the DS. When the DS receives a checklfigBtkplanation message, it
immediately reacts, checking if the sent Questian be found in the Explanation
Case (i.e. if the question is similar enough to onemore previously asked ones,
according to DS’s internal algorithms).

In the affirmative case, the DS sends back theeeadsg answer to the PA.
Otherwise, it simply “says no”. This is modeled twthe rule R1, which is textually
represented (See Table 1).
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Fig. 7. Interaction Pattern Diagram, showing the PA’s riné& behavior when receiving a
Helpltem on behalf of its user

Table 1. Textual Representation of the R1 Reaction Rule

ON Event RECEIVE checkIfExistingExplanatioi?Question)
FROM ?PeerAssistant

IF Condition | ExplanationCase (?Question,?Answer)

THEN | Action SEND replylfExistingExplanation (?Answer)

TO ?PeerAssistant

ELSE | Action SEND replylfExistingExplanation (?Answer="no")
TO ?PeerAssistant

After the external model has been completed, theehimy can proceed to the
design stage, in which, for each type of agentesysto be designed, the external
model is internalized according to the perspective of the respectiventagand
subsequently further refined. For instance aation eventif created by the agent to
be designed, is turned into antion, while it is turned into aeventif it is perceived
by it. Using such an internal perspective and threesponding indexical terms (such
asactionsandoutgoing messagegersuseventsandincoming messaggsleads to a
natural terminology for designing and implementaggents. H&L internal models will
be the subject of future publications.

6 Reated Work

Regarding Help&Learn, it is important to mentiomet initiatives on developing
peer-to-peer architectures to support knowledgergnaOne of these initiatives is the
EDUTELLA project [12], which aims at providing a greto-peer networking
infrastructure to support the exchange of educatioraterial. In order to accomplish



this, peers can make their documents availabléénnetwork, specifying metadata
information as a set of RDF statements.

Bonifacio et al. [2] have developed KEx, a peepé®r system to mediate
distributed knowledge management. KEx allows eautividual or community of
users to build their own knowledge space withinedwork of autonomous peers.
Each peer can make documents locally availablejgalweith their context, i.e. a
semantic representation of the documents’ coni#tien searching documents from
other peers, a set of protocols of meaning negmtiadre used to achieve semantic
coordination between the different representaticantexts) of each peer. Both
EDUTELLA and KEx are specifically concerned witletaxchange of documents and
do not address peer collaboration through the exgsh@f messages, which is one of
the targets of H&L.

On the other hand, the work proposed by Vassilé® proposes a peer-to-peer
system to support the exchange of messages besuigdents. A student needing help
can request it through his agent, which finds ostadents who are currently online
and have expertise in the area related to the igunesfAs in H&L, there is a
centralized matchmaker service, which maintains etwaf the users competences
and matches them to the help-requests. This woplaiiscularly concerned with user
motivation to collaborate. Thus, the system rewawndsrs who contribute to the
community, by providing them with a better qualifyservice.

Concerning agent-oriented modeling, we should mentAUML [14] and
Message/UML [4] since both propose UML extensianmbdel agent-based systems.
AUML has especially extended UML sequence diagramsmodel interaction
protocols involving agent roles. Message/UML pragss$ views: Organization,
Goal/Task, Agent/Role, Interaction and Domain viewach of them modeling a
specific aspect of the multi-agent system. In caimspa with AORML, these two
approaches do not target domain modeling, beinly 8esign-oriented. Besides, both
of them lack the ‘mentalistic’ concepts (commitngntlaims and beliefs) presented
by AORML.

It is also important to acknowledge the effortdMadlani et al. [11] in the direction
of providing a system analysis and design methagokpecific for the Knowledge
Management domain. They claim that, in order toettgy effective KM solutions, it
is necessary to analyze the intentional dimensfadheorganizational setting, i.e. the
interests, intents, and strategic relationships rgmihe actors of the organization.
Like AORML, they take an agent-oriented approacimtmlel the domain. The major
difference when compared to AORML is the adoptedré&mework. Instead of the
AORML constructs of agents, objects, relationshipg@ssages, commitments, etc.,
this framework models the organization as a setactbrs, goals, ‘soft goals’,
dependencies, tasks and resources.

7 Conclusions

In this paper, we have described our work in prsgneith Help&Learn, a peer-to-

peer agent-oriented architecture, aimed at progid#users with a rich environment
for both collaborative and individual use of knodge. In order to do so, results on
collaborative learning [6,10,15] and KM relatede®sh [5,7,8,13] have been used in
the conceptualization and modeling of H&L. We talteagent-oriented perspective
on system architecture, where agents play a crumé in supporting the

effectiveness, flexibility and personalization dfetwhole process. Following, we



apply an agent-oriented modeling approach (AORMuhich proved to be an
effective modeling language for our purposes. @nathe hand, AOR models have led
us thoroughly to this specification of H&L, aidings on a system’s requirements
specification, analysis and initial design cycle®n the other hand, this
experimentation has also provided us with feedbaok how AORML can be
extended, adding new constructs to facilitate ageented modeling.

Although H&L'’s general architecture has been defin@any questions remain to
be answered. In fact, AOR modeling has guided usligiting these open questions.
In the future, we intend to address issues related) the structuring of the questions
and respective answers, present in the Explan&ase (EC); b) the organization of
personal knowledge assets owned by each peer;)ahd management of Helpltems
by the Resource Managers (RMs). Targeting a), weaiinvestigating, for instance,
how the techniques applied in a previous work [t&h be enhanced to provide
suitable structuring and retrieval of the EC’s diges and answers (refer to IPD of
Fig. 6). This investigation, along with some exdradies, can indicate possibilities for
addressing b) and c) as well. Inspired by curresearch on the Semantic Web [1],
we intend to incorporate Ontologies into the H&lclkatecture. A preliminary study
suggests that these ontologies can be aimed ahghkkbwledge explicit, supporting
interaction among the system peers.
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