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Abstract—The explosive growth in popularity of social networking leads to the problematic usage. An increasing number of social

network mental disorders (SNMDs), such as Cyber-Relationship Addiction, Information Overload, and Net Compulsion, have been

recently noted. Symptoms of these mental disorders are usually observed passively today, resulting in delayed clinical intervention.

In this paper, we argue that mining online social behavior provides an opportunity to actively identify SNMDs at an early stage. It is

challenging to detect SNMDs because the mental status cannot be directly observed from online social activity logs. Our approach,

new and innovative to the practice of SNMD detection, does not rely on self-revealing of those mental factors via questionnaires in

Psychology. Instead, we propose a machine learning framework, namely, Social Network Mental Disorder Detection (SNMDD), that

exploits features extracted from social network data to accurately identify potential cases of SNMDs. We also exploit multi-source

learning in SNMDD and propose a new SNMD-based Tensor Model (STM) to improve the accuracy. To increase the scalability of STM,

we further improve the efficiency with performance guarantee. Our framework is evaluated via a user study with 3,126 online social

network users. We conduct a feature analysis, and also apply SNMDD on large-scale datasets and analyze the characteristics of the

three SNMD types. The results manifest that SNMDD is promising for identifying online social network users with potential SNMDs.

Index Terms—Tensor factorization acceleration, online social network, mental disorder detection, feature extraction
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1 INTRODUCTION

WITH the explosive growth in popularity of social net-
working and messaging apps, online social networks

(OSNs) have become a part of many people’s daily lives.
Most research on social network mining focuses on discov-
ering the knowledge behind the data for improving people’s
life. While OSNs seemingly expand their users’ capability in
increasing social contacts, they may actually decrease the

face-to-face interpersonal interactions in the real world. Due
to the epidemic scale of these phenomena, new terms such
as Phubbing (Phone Snubbing) and Nomophobia (No
Mobile Phone Phobia) have been created to describe those
who cannot stop using mobile social networking apps.

In fact, some social network mental disorders (SNMDs),
such as Information Overload and Net Compulsion [53],
have been recently noted.1 For example, studies point out
that 1 in 8 Americans suffer from problematic Internet use.2

Moreover, leading journals in mental health, such as the
American Journal of Psychiatry [8], have reported that the
SNMDs may incur excessive use, depression, social with-
drawal, and a range of other negative repercussions.

Indeed, these symptoms are important components of
diagnostic criteria for SNMDs [52] e.g., excessive use of social
networking apps—usually associated with a loss of the sense
of time or a neglect of basic drives, and withdrawal—includ-
ing feelings of anger, tension, and/or depression when the
computer/apps are inaccessible. SNMDs are social-oriented
and tend to happen to users who usually interact with others
via online social media. Those with SNMDs usually lack off-
line interactions, and as a result seek cyber-relationships to
compensate. Today, identification of potential mental disor-
ders often falls on the shoulders of supervisors (such as teach-
ers or parents) passively. However, since there are very few
notable physical risk factors, the patients usually do not
actively seek medical or psychological services. Therefore,
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patients would only seek clinical interventions when their
conditions become very severe.

However, a recent study shows a strong correlation bet-
ween suicidal attempt and SNMDs [37], which indicates
that adolescents suffering from social network addictions
have a much higher risk of suicidal inclination than non-
addictive users. The research also reveals that social net-
work addiction may negatively impact emotional status,
causing higher hostility, depressive mood, and compulsive
behavior. Even more alarming is that the delay of early
intervention may seriously damage individuals’ social func-
tioning. In short, it is desirable to have the ability to actively
detect potential SNMD users on OSNs at an early stage.

Although previouswork in Psychology has identified sev-
eral crucial mental factors related to SNMDs, they are mostly
examined as standard diagnostic criteria in survey question-
naires. To automatically detect potential SNMD cases of OSN
users, extracting these factors to assess users’ online mental
states is very challenging. For example, the extent of loneli-
ness and the effect of disinhibition of OSNusers are not easily
observable.3 Therefore, there is a need to develop new
approaches for detecting SNMD cases of OSN users. We
argue that mining the social network data of individuals as a
complementary alternative to the conventional psychological
approaches provides an excellent opportunity to actively iden-
tify those cases at an early stage. In this paper, we develop a
machine learning framework for detecting SNMDs, which
we call Social NetworkMental Disorder Detection (SNMDD).

Specifically, we formulate the task as a semi-supervised
classification problem to detect three types of SNMDs [53]:
i) Cyber-Relationship Addiction, which shows addictive be-
havior for building online relationships; ii) Net Compulsion,
which shows compulsive behavior for online social gaming
or gambling; and iii) Information Overload, which is related
to uncontrollable surfing. By exploiting machine learning
techniques with the ground truth obtained via the current
diagnostic practice in Psychology [53], we extract and ana-
lyze the following crucial categories of features from OSNs:
1) social comparison, 2) social structure, 3) social diversity, 4)
parasocial relationships, 5) online and offline interaction
ratio, 6) social capital, 7) disinhibition, 8) self-disclosure, and
9) bursting temporal behavior. These features capture impor-
tant factors or serve as proxies for SNMD detection. For
example, studies manifest that users exposed to positive
posts from others on Facebook with similar background are
inclined to feel malicious envy and depressed due to the
social comparison [4]. The depression leads users to disorder
behaviors, such as information overload or net compulsion.
Therefore, we first identify positive newsfeeds and then cal-
culate the profile similarity and relation familiarity between
friends. As another example, a parasocial relationship is an
asymmetric interpersonal relationship, i.e., one party cares
more about the other, but the other does not. This asymmet-
ric relationship is related to loneliness, one of the primary
mental factors pushing users with SNMDs to excessively
access online social media [5]. Therefore, we extract the ratio
of the number of actions to and from friends of a user as a fea-
ture. In this paper, the extracted features are carefully exam-
ined through a user study.

Furthermore, users may behave differently on different
OSNs, resulting in inaccurate SNMD detection. When the
data from different OSNs of a user are available, the accuracy
of the SNMDD is expected to improve by effectively integrat-
ing information from multiple sources for model training. A
na€ıve solution that concatenates the features from different
networks may suffer from the curse of dimensionality. Acco-
rdingly, we propose an SNMD-based Tensor Model (STM) to
deal with this multi-source learning problem in SNMDD.
Advantages of our approach are: i) the novel STM incorpo-
rates the SNMD characteristics into the tensor model accord-
ing to Tucker decomposition; and ii) the tensor factorization
captures the structure, latent factors, and correlation of fea-
tures to derive a full portrait of user behavior. We further
exploit CANDECOMP/PARAFAC (CP) decomposition bas-
ed STM and design a stochastic gradient descent algorithm,
i.e., STM-CP-SGD, to address the efficiency and solution
uniqueness issues in traditional Tucker decomposition. The
convergence rate is significantly improved by the proposed
second-order stochastic gradient descent algorithm, namely,
STM-CP-2SGD. To further reduce the computation time, we
design an approximation scheme of the second-order deriva-
tive, i.e., Hessianmatrix, and provide a theoretical analysis.

The contributions of this paper are summarized below.

� Today online SNMDs are usually treated at a late
stage. To actively identify potential SNMD cases, we
propose an innovative approach, new to the current
practice of SNMD detection, by mining data logs of
OSN users as an early detection system.

� We develop a machine learning framework to detect
SNMDs, called Social Network Mental Disorder Detec-
tion. We also design and analyze many important
features for identifying SNMDs from OSNs, such as
disinhibition, parasociality, self-disclosure, etc. The
proposed framework can be deployed to provide an
early alert for potential patients.

� We study the multi-source learning problem for SNMD
detection. We significantly improve the efficiency and
achieve the solution uniqueness by CP decomposition,
and we provide theoretical results on nondivergence.
By incorporating SNMD characteristics into the tensor
model, we propose STM to better extract the latent fac-
tors fromdifferent sources to improve the accuracy.

� We conduct a user study with 3,126 users to evaluate
the effectiveness of the proposed SNMDD frame-
work. To the best of our knowledge, this is the first
dataset crawled online for SNMD detection. Also,
we apply SNMDD on large-scale real datasets, and
the results reveal interesting insights on network
structures in SNMD types, which can be of interest
to social scientists and psychologists.

The rest of this paper is organized as follows. Section 2
surveys the related work. Section 3 presents SNMDD, focus-
ing on feature extraction. Section 4 presents the proposed
STM for multi-source learning and the acceleration of tensor
decomposition with the theoretical results. Section 5 reports
a user study, various analyses, and the experimental results.
Finally, Section 6 concludes this paper.

2 RELATED WORK

Internet Addiction Disorder (IAD) is a type of behavior addic-
tion with the patients addicted to the Internet, just like those

3. The online disinhibition effect is a loosening (or complete aban-
donment) of social restrictions and inhibitions that would otherwise be
present in normal face-to-face interaction during interactions with
others on the Internet.
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addicting to drugs or alcohol [52]. Many research works in
Psychology and Psychiatry have studied the important fac-
tors, possible consequences, and correlations of IAD [7], [29],
[30], [36]. King et al. [30] investigate the problem of simulated
gambling via digital and social media to analyze the correla-
tion of different factors, e.g., grade, ethnicity. Baumer et al. [7]
report the Internet user behavior to investigate the reason of
addiction. Li et al. [36] examine the risk factors related to Inter-
net addiction. Kim et al. [29] investigate the association of
sleep quality and suicide attempt of Internet addicts. On the
other hand, recent research in Psychology and Sociology
reports a number of mental factors related to social network
mental disorders. Research indicates that young people with
narcissistic tendencies and shyness are particularly vulnerable
to addiction with OSNs [6], [14]. However, the above research
explores various negative impacts and discusses potential rea-
sons for Internet addiction. By contrast, this paper proposes to
automatically identify SNMD patients at the early stage
according to their OSN data with a novel tensor model that
efficiently integrate heterogeneous data fromdifferent OSNs.

Research on mental disorders in online social networks
receives increasing attention recently [16], [18], [44]. Among
them, content-based textual features are extracted from user-
generated information (such as blog, social media) for senti-
ment analysis and topic detection. Chang et al. [16] employ an
NLP-based approach to collect and extract linguistic and con-
tent-based features from online social media to identify Bor-
derline Personality Disorder and Bipolar Disorder patients.
Saha et al. [44] extract the topical and linguistic features from
online social media for depression patients to analyze their
patterns. Choudhury et al. [18] analyze emotion and linguistic
styles of social media data for Major Depressive Disorder
(MDD). However, most previous research focuses on individ-
ual behaviors and their generated textual contents but do not
carefully examine the structure of social networks and poten-
tial Psychological features. Moreover, the developed schemes
are not designed to handle the sparse data from multiple
OSNs. In contrast, we propose a new multi-source machine
learning approach, i.e., STM, to extract proxy features in Psy-
chology for different diseases that require careful examination
of the OSN topologies, such as Cyber-Relationship Addiction
andNet Compulsion.

Our framework is built upon support vector machine,
which has been widely used to analyze OSNs in many areas
[28], [47]. In addition, we present a new tensor model that
not only incorporates the domain knowledge but also well
estimates the missing data and avoids noise to properly han-
dle multi-source data. Caballero et al. [11] estimate the prob-
ability of mortality in ICU by modeling the probability of
mortality as a latent state evolving over time. Zhao et al. [54]

propose a hierarchical learning method for event detection
and forecasting by first extracting the features from different
data sources and then learning via geographical multi-level
model. However, the SNMD data from different OSNs may
be incomplete due to the heterogeneity. For example, the
profiles of users may be empty due to the privacy issue, dif-
ferent functions on different OSNs (e.g., game, check-in,
event), etc. We propose a novel tensor-based approach to
address the issues of using heterogeneous data and incorpo-
rate domain knowledge in SNMDdetection.

3 SOCIAL NETWORK MENTAL DISORDER

DETECTION

In this paper, we aim to explore data mining techniques to
detect three types of SNMDs [53]: 1) Cyber-Relationship (CR)
Addiction, which includes the addiction to social network-
ing, checking and messaging to the point where social rela-
tionships to virtual and online friends become more
important than real-life ones with friends and families; 2)
Net Compulsion (NC), which includes compulsive online
social gaming or gambling, often resulting in financial and
job-related problems; and 3) Information Overload (IO),
which includes addictive surfing of user status and news
feeds, leading to lower work productivity and fewer social
interactions with families and friends offline.

Accordingly, we formulate the detection of SNMD cases
as a classification problem. We detect each type of SNMDs
with a binary SVM. In this study, we propose a two-phase
framework, called Social Network Mental Disorder Detection,
as shown in Fig. 1. The first phase extracts various discrimi-
native features of users, while the second phase presents a
new SNMD-based tensor model to derive latent factors for
training and use of classifiers built upon Transductive SVM
(TSVM) [19]. Two key challenges exist in design of SNMDD:
i) we are not able to directly extract mental factors like what
have been done via questionnaires in Psychology and thus
need new features for learning the classification models;4 ii)
we aim to exploit user data logs from multiple OSNs and
thus need new techniques for integrating multi-source data
based on SNMD characteristics. We address these two chal-
lenges in Sections 3.1 and 4, respectively.

3.1 Feature Extraction
We first focus on extracting discriminative and informative
features for design of SNMDD. This task is nontrivial for
the following three reasons.

1. Lack ofMental Features. Psychological studies have shown
that many mental factors are related to SNMDs, e.g., low self-
esteem [52], loneliness [34]. Thus, questionnaires are designed
to reveal those factors for SNMDdetection. Some parts of Psy-
chology questionnaire for SNMDs are based on the subjective
comparison ofmental states in online and offline status, which
cannot be observed fromOSN logs. For example:

Q1. How often do you feel depressed, moody, or nervous
when you are off-line, which goes away once you are
back online?

Q2. How often do you prefer the excitement of the Internet
to intimacy with your partner?

Consider Q1. The feel of depression and nervousness off-
line can not be observed online. To tackle this problem, we
have to leverage the knowledge from Psychology, such as

Fig. 1. The SNMDD framework.

4. Additional issues in feature extraction will be detailed later.
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withdrawal or relapse patterns, and exploit some proxy fea-
tures extracted from online social activity logs to approxi-
mate them. For Q2, the preference of excitement of the
Internet to intimacy with users’ partners is an important
question for SNMD detection. As it is difficult to directly
observe these factors from data collected from OSNs, psy-
chiatrists are not able to directly assess the mental states of
OSN users under the context of online SNMD detection.

2. Heavy Users versus Addictive Users. To detect SNMDs,
an intuitive idea is to simply extract the usage (time) of a
user as a feature for training SNMDD. However, this feature
is not sufficient because i) the status of a user may be shown
as “online” if she does not log out or close the social net-
work applications on mobile phones, and ii) heavy users
and addictive users all stay online for a long period, but
heavy users do not show symptoms of anxiety or depres-
sion when they are not using social apps. How to distin-
guish them by extracting discriminative features is critical.

3. Multi-Source Learning with the SNMD Characteristics. As
we intend to exploit user data from different OSNs in
SNMDD, how to extract complementary features to draw a
full portrait of users while considering the SNMD character-
istics into the tensor model is a challenging problem.

To address the first two challenges, we identify a number
of effective features as proxies to capture the mental states of
users, e.g., self-esteem [52] and loneliness [34].5 The goal is to
distinguish users with SNMDs from normal users. Two types
of features are extracted to capture the social interaction
behavior and personal profile of a user. Due to the space con-
straint, some of the above features are presented inAppendix
A, which can be found on the Computer Society Digital
Library at http://doi.ieeecomputersociety.org/10.1109/
TKDE.2017.2786695. It is worth noting that each individual
feature cannot precisely classify all cases, as research shows
that exceptions may occur. Therefore, it is necessary to
exploit multiple features to effectively remove exceptions.

3.1.1 Social Interaction Features

We first extract a number of social interaction features to cap-
ture the user behavior on social media.

Social Comparison Based Features (SComp). Although most
literature indicates that the majority of the newsfeed updates
is positive, recent studies manifest that users who are exposed
to positive posts from others on Facebook are inclined to feel
envy and depressed due to social comparison [50]. The social
comparison leads to SNMDs according to Festinger’s theory,
which states that many people usually have a strong motiva-
tion to evaluate their own opinions and abilities by implicitly
or explicitly comparing with others in similar backgrounds,
especially when the reference in comparison to the physical
world is not specific. The situation becomes increasingly seri-
ous because status exchanges among friends are now very
convenient via various online social networks.

Envy usually appears after comparisons, and two kinds of
envy, i.e., benign envy and malicious envy, exist in Psychol-
ogy [4]. The experience of benign envy leads to a moving-up
motivation aiming at improving one’s own position, whereas
the experience of malicious envy produces a pulling-down
motivation and depression. Malicious envy is incurred from
the comparison among close friends with similar back-
grounds and states, and it usually leads to SNMDs, such as

information overload or net compulsion, because a person in
this case usually feels pressure and tends to frequently check
the updated status of the corresponding friends. A teenager
student in this casemay seek online games or gambles as alter-
natives for acquiring the sense of accomplishment. By con-
trast, benign envy is usually generated from distant friends
with different backgrounds and rarely leads to SNMDs.

Therefore, for malicious envy, we first exploit the existing
techniques of emotional signal processing [38] to identify posi-
tive newsfeeds and then calculate the profile similarity and
relation familiarity between friends. Specifically, let Npði; jÞ
and sði; jÞ denote the number of positive newsfeeds that user
j receives from i and the similarity on backgrounds between
user i and j, respectively. For user j, the weighted number of
positive newsfeeds based on similarity can be derived as

P
i2NðjÞ½sði; jÞNpði; jÞ�P

i2NðjÞ sði; jÞ
; (1)

where NðjÞ is the set of neighbors of user j. Moreover, the
weighted numbers of positive newsfeeds based on familiar-
ity can also be derived in a similar manner by substituting
the similarity function with the familiarity function as an
additional proxy feature for the social comparison.

Social Structure Based Features (SS). In Sociology, each per-
son in a social network belongs to one of the following three
types of social roles: influential users, structural holes, and
normal users. An influential user is the onewith a huge degree
and many mentions and shares (retweets) [13]. On the other
hand, weaker connecting paths between groups are structure
holes in OSNs, and researchers have demonstrated that struc-
tural holes usually have timely access to important infor-
mation, e.g., trade trend, job opportunities, which usually
leads to social success. Therefore, the users with their roles as
structural holes are more inclined to suffer from information
overload for newsfeeds because they enjoy finding and shar-
ing new and interesting information to various friends.

According to the above observations, we exploit the state-
of-the-art approach [27] to quantify users’ tendencies of being
structural holes. Specifically, given n users and m communi-
ties, let F 2 Rn�m denote the community indicator matrix,
where fij ¼ 1 if a user i is assigned to the jth community, and
0 otherwise. Let fi denote the ith row vector of F. By embed-
ding the harmonic function to learn the community indicator
matrix, the difference between the value of fi and the averaged
value of its neighbors 1

di

P
ðvi;vjÞ2E fj is required to be mini-

mized, because neighbors are usually within similar commu-
nities. Therefore, the following minimization problem is
formulated to detect structural hole spanners

minF kF�D�1AFk2;1 (2)

s:t: FTF ¼ Im; (3)

where A and D are respectively the adjacency and degree
matrices, and kXk2;1 is the ‘2;1 norm of X, which is the sum
of the euclidean norms of the columns of the matrix X. The
structural hole spanners correspond to the ones with small
kfik2. Compared with social capital based features, the struc-
tural hole feature considers the community structure (global),
while social capital features only examine the ego networks
(local). On the other hand, we also extract the network topol-
ogy based features, i.e., closeness centrality, betweenness cen-
trality, eigenvector centrality, information centrality, flow
betweenness, the rush index, as social structure based features5. The third challenge is addressed in Section 4.

SHUAI ET AL.: A COMPREHENSIVE STUDY ON SOCIAL NETWORK MENTAL DISORDERS DETECTION VIA ONLINE SOCIAL MEDIA... 1215

http://doi.ieeecomputersociety.org/10.1109/TKDE.2017.2786695
http://doi.ieeecomputersociety.org/10.1109/TKDE.2017.2786695


for detecting SNMDs. For example, flow betweenness indi-
cates how much information has been propagated through
the node, which relates to information overload. Moreover,
eigenvector centrality is a measure of the influence of a node
in a network, and the score is similar to the pagerank, i.e., con-
nections to high-scoring neighbors are inclined to increase the
score of a node. Therefore, the scores of unpopular users are
usually small and correlated toCyber-RelationshipAddiction.

Social Diversity Based Features (SDiv). Researchers have
observed that diversity improves the depth of people think-
ing for both majority or minority [35]. For example, a person
with a more diverse background and many friends is less
inclined to suffer from SNMDs because she is often sup-
ported by friends and thereby rarely feels lonely and iso-
lated (two important factors correlated to SNMDs) [24].
Therefore, the impact of social network diversity is increas-
ingly important and inspires us to incorporate them for
effective SNMD detection. Specifically, the diversities of
nationality, racial, ethical, religious, and education can be
extracted as social diversity based features with Shannon
indexH as the diversity index, i.e.,

H ¼ �
XNt

i¼1

pi ln pi; (4)

where pi and Nt are the proportion of users’ friends belong-
ing to the ith type of attributes and the total number of
types, respectively. The valueH increases when the number
of types Nt grows. Moreover, Shannon diversity index also
increases when there is a more significant evenness. In other
words, the diversity index is maximized when all type of
attributes are of the equal quantities.

Parasocial Relationship (PR). Research shows that the men-
tal factor of loneliness is one of the primary reasons why the
users with SNMDs excessively access online social media
[5]. As the loneliness of an OSN user is hard to measure, we
exploit the parasocial relationship, an asymmetric interper-
sonal relationship between two people where one party
cares more about the other but the other does not, to capture
loneliness (as studies show that they are correlated [12]).
The feature of parasocial relationship is represented as
jaoutj=jainj, where jaoutj and jainj denote the number of
actions a user takes to friends and the number of actions
friends take to the user, respectively.6 As the ratio increases,
the extent of parasocial relationship also grows.

Due to the space constraint, other social interaction fea-
tures are presented in Appendix A.1, available in the online
supplemental material.

3.1.2 Personal Features

Temporal Behavior Features (TEMP). Relapse is the state that a
person is inclined to quickly revert back to the excessive
usage of social media after an abstinence period, while toler-
ance is the state that the time spent by a person with SNMDs
tends to increase due to the mood modification effect.7 It is
worth noting that the above two mental states have been
exploited to evaluate clinical addictions [34]. We aim to use
them to distinguish heavy users and addictive users because
heavy users do not suffer from relapse and tolerance in use
of OSNs. An issue arising here is how to assess relapse and
tolerance quantitatively.

It is observed that the use of social media by an SNMD
patient is usually in the form of intermittent bursts [52].
Therefore, given a stream of a user’s activities on an OSN,
e.g., “likes”, “comments”, “posts”, we exploit Kleinberg’s
burst detection algorithm [31], which is based on an infinite
Markov model, to detect periods of the user’s activities as
bursty and non-bursty periods. The bursty period refers to
a period during which the activities significantly increase. A
bursty period is modeled as a bursty state q1 in the Markov
model, while a non-bursty period is correspondingly mod-
eled as a normal state q0. The burst detection algorithm finds
a state transition sequence q for each user to divide the cor-
responding log (stream of activities) into bursty and non-
bursty periods. Specifically, let x ¼ ðx1; x2; . . . ; xnÞ denote a
sequence of n time intervals between nþ 1 consecutive
activities, with the intervals distributed according to a den-
sity function, such as fitðxtÞ ¼ ait e

�ait xt , where ait is either
a0 or a1, and a0 and a1 are parameters that correspond to
the normal and burst states, respectively, a1 > a0. A time
interval xt is in a burst state q1 if f0ðxtÞ < f1ðxtÞ. Otherwise,
it is in a normal state q0. However, simply deciding the state
sequence q based on this criteria results in numerous small
periods. Therefore, a cost tðqi; qjÞ is associated with a state
transition from qi to qj to filter out noises and to ensure that
each bursty or non-bursty period is sufficiently long. There-
fore, the remaining issue is to find an optimal state-transi-
tion sequence q to minimize the following cost function [31]

cðqjxÞ ¼
Xn�1

t¼1

tðqi; qiþ1Þ þ
Xn
t¼1

ð� ln fitðxtÞÞ;

where tðqi; qiþ1Þ ¼ 0 if the state qi and qiþ1 is the same.
tðqi; qiþ1Þ is g lnn otherwise, where g is an algorithm parame-
ter larger than 0. Notice that the state sequence that minimizes
the cost depends on 1) how easy it is to jump from one state to
another and 2) how well it is to comply to the rates of arrivals.
After identifying the bursts, we measure their intensity (the
number of activitieswithin a burst) and length (the time period
of a burst) as the proxy features for relapse and tolerance, respec-
tively. The haverage, median, standard deviation, maximum,
minimumi of both the burst intensity and burst length are
included in our feature set, because they capture the character-
istic of bursts. For instance, the standard deviation of the burst
length for SNMD patients is usually larger than that for heavy
users since heavy users constantly use OSNs, whereas the
userswith SNMDs increase the usage timedue to tolerance.

Due to the space constraint, other personal features are
presented in Appendix A.2, available in the online supple-
mental material.

4 MULTI-SOURCE LEARNING WITH TENSOR

DECOMPOSITION ACCELERATION

Many users are inclined to use different OSNs, and it is
expected that data logs of these OSNs could provide
enriched and complementary information about the user
behavior. Thus, we aim to explore multiple data sources (i.e.,
OSNs) in SNMDD, in order to derive a more complete por-
trait of users’ behavior and effectively deal with the data
sparsity problem. To exploit multi-source learning in
SNMDD, one simple way is to directly concatenate the fea-
tures of each person derived from different OSNs as a huge
vector. However, the above approach tends to miss the
correlation of a feature in different OSNs and introduce

6. The actions include like, comment, and post in our work.
7. A patient may need to spend more time on social media to reach

the happiness/excitement than before.
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interference. Thus, we explore tensor techniques which have
been used increasingly to model multiple data sources
because a tensor can naturally represent multi-source data.
We aim to employ tensor decomposition to extract common
latent factors from different sources and objects. Based on
tensor decomposition on T , we present a SNMD-based Tensor
Model in previous work [45], which enables U to incorporate
important characteristics of SNMDs, such as the correlation
of the same SNMD sharing among close friends.8 Finally,
equipped with the new tensor model, we conduct semi-
supervised learning to classify each user by exploiting Trans-
ductive Support Vector Machines (TSVM) in Appendix B,
available in the online supplemental material. In the follow-
ing, the problem definition, notation explanation, and brief
introduction are first presented for better reading.

4.1 Problem Definition and Notation Explanation
Given D SNMD features of N users extracted from M OSN
sources, we construct a three-mode tensor T 2 RN�D�M ,
where each element tijk 2 T represents the jth feature of
user i in source k. The objective here is to extract the latent
features for each user with tensor composition from T .
Here scalars are denoted by lowercase letters, e.g., u, while
vectors are denoted by boldface lowercase letters, e.g., u.
Matrices are represented by boldface capital letters, e.g., U,
and tensors are denoted by calligraphic letters, e.g., T . The
ith row and the jth column of a two-dimensional matrix U
are respectively denoted by ui: and u:j.

Tucker decomposition and CANDECOMP/PARAFAC
decomposition have been widely used for extracting the
latent features. In the following, we first briefly introduce
Tucker decomposition.

4.2 Tucker Decomposition
Tucker decomposition [32] of a tensor T 2 RN�D�M is
defined as follows:

T ¼ C �1 U�2 V�3 W; (5)

whereU 2 RN�R,V 2 RD�S andW 2 RM�T are latent matri-
ces. R, S, and T are parameters to be set according to differ-

ent criteria [32]. The 1 -mode product of C 2 RR�S�T and
U 2 RN�R, denoted by C �1 U, is a matrix with size
N � S � T , where each element ðC �1 UÞnst ¼

PR
r¼1 crsturn.

Given the input tensor matrix T that consists of the fea-
tures of all users from every OSN, Tucker decomposition
derives C, U, V, and W to meet the above equality on T ndm

for every n, d, and m, where C needs to be diagonal, and
U, V, and W are required to be orthogonal [32]. Matrix U
effectively estimates a deficit feature (e.g., a missing feature
value unavailable due to privacy setting) of an OSN from
the corresponding feature of other OSNs, together with the
features of other users with the similar behavior.

4.3 CP Decomposition
Although Tucker decomposition is flexible and general, it is
difficult to interpret the latent features intuitively from the
decomposed matrices due to complicated interactions
among them. Also, ensuring identifiability is fundamental
and important for tensor decomposition. Moreover, the
model parameters are encouraged to be uniquely recovered
given the observed statistics, i.e., the decomposition yields
a unique solution. For Tucker decomposition, the

identifiability needs to satisfy complicated criteria, e.g., the
structured sparsity and symmetry constraints on the core
tensor, and sparsity constraints on the inverse factors of the
tensor decomposition [2]. In contrast, the latent features
obtained by CANDECOMP/PARAFAC decomposition [25]
are much easier to interpret due to the rank-1 component
factorization of CP and its intrinsic axis property from par-
allel proportional profiles. Moreover, Kruskal criterion on
the rank of tensors provides a sufficient condition of the
identifiability. Most importantly, its computational com-
plexity is much lower than Tucker decomposition, thereby
allowing us to analyze SNMDs for large-scale OSNs.

Specifically, CANDECOMP/PARAFAC decomposition
of a tensor T 2 RN�D�M is defined as follows:

XR
r¼1

U:r �V:r �W:r � T ; (6)

where � denotes the vector outer product, andR is a positive
integer representing the dimensionality of U, V, and W, i.e.,
U:r 2 RN , V:r 2 RD, and W:r 2 Rm, for r ¼ 1; . . . ; R. The
space of variables in CP decomposition is comprised of the
elements of U, V, and W. The inner product of third-order
tensors X and Y is defined as

P
i

P
j

P
k XijkYijk. The objec-

tive function of CP decomposition is to find U, V, and W
such that the decomposition is close to T (i.e., the difference
is minimized). Each elementU:r �V:r �W:r is a rank-one ten-
sor, and Ui: represents the SNMD feature tensor of user i.
Compared to Tucker decomposition, the core tensor C in CP
decomposition has been simplified, and thus the number of
parameters required to be estimated in Eq. (6) is much
smaller. Moreover, the solution is unique in CP decomposi-
tion but not unique in Tucker decomposition. Equippedwith
CP decomposition, the objective functionLðT ;U;V;WÞ is

1

2
T �

XR
r¼1

U:r �V:r �W:r

�����

�����
2

þ�1

2
trðU>LaUÞ þ �2

2
kUk2; (7)

where trð�Þ denotes the matrix trace, the Frobenius norm of a
tensor T is defined as kT k ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
< T ; T >

p
, and �1 and �2 are

parameters controlling the contribution of each part during
the above collaborative factorization. The Laplacian matrix
La of the weighted adjacency matrix A is defined as D�A,
where D is a diagonal matrix with the entries dii ¼

P
i aij. L

first minimizes the decomposition error, i.e., kT �PR
r¼1 U:r �V:r �W:rk2, for T . Moreover, the term that mini-

mizes kUk2 is to derive a more concise latent feature matrix
and avoid overfitting. The proposed STM is different from
the conventional tensor models in the second term of Eq. (7),
where important characteristics of SNMDs are incorporated.
For example, the probability of finding CR cases around a
CR patient is higher than that around a non-CR user due to
the loneliness propagation [12]. That is, CR users usually feel
lonely and are more likely to establish friendships in cyber-
space with other users with similar behavior. Since the
nearby nodes with a great quantity of interactions tend to be
the same (either CR or non-CR), it is envisaged that the dis-
tance between ui: and uj: will be small if the edge weight of
the edge connecting user i and user j, i.e., ai;j in the adjacency
matrix A, is sufficiently large. Therefore, a regularization
(smoothing) term 1

2 trðU
TLaUÞ is included in the model to

achieve the above goal. Due to the space constraint, the
details of deriving 1

2 trðU
TLaUÞ are presented in Appendix C,

available in the online supplemental material.8. Note thatD does not capture the social correlations among friends.
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4.4 Stochastic Gradient-Descent Algorithm
Notice that CP decomposition is non-convex. For traditional
gradient descent algorithms [20], the learning step size h
and the initial values on U, V, and W are very sensitive and
need to be carefully determined. Otherwise, the algorithm
is inclined to diverge, consequently failing to find the
decomposition solution. To address this issue, we design a
new stochastic gradient-descent algorithm with low compu-
tational complexity to guarantee the solution convergence.

We present a stochastic gradient-descent algorithm for
CP decomposition of the SNMD-based Tensor Model,
namely, SGD-CP-STM, to iteratively improve each element
in the matrices according to the corresponding gradient.
Specifically, let T ð�;V;WÞ be a matrix obtained from T by
contracting V andW, i.e.,

T ð�;V;WÞir ¼
X
j

X
k

T ijkVjrWkr; (8)

where T ð�;V;WÞ 2 RN�R (the same as U). The following
lemma first derives the gradient of each iteration.

Lemma 1. The gradient of L with regard to U, i.e.,
rULðT ;U;V;WÞ, is equal to

�T ð�;V;WÞ þUðGðV;WÞ þ �2IRÞ þ �1LaU;

where GðV;WÞ is the Hadamard product of V>V and W>W,
i.e., GðV;WÞij ¼ ðV>VÞijðW>WÞij, and IR is the identity
matrix of size R.

Proof. The objective function LðT ;U;V;WÞ is comprised of
three terms, and the derivative of �2

2 kUk2 with regard to
U is �2IR. For the first term, the CP gradient can be solved
by the following equation according to [1]

rU
1

2
T �

XR
r¼1

U:r �V:r �W:r

�����

�����
2

¼ �T ð�;V;WÞ þUGðV;WÞ:
(9)

For the second term, i.e., �12 trðU>LaUÞ, the gradient forU is

rU
�1

2
trðU>LaUÞ ¼ �1

2
ðLa þ L>

a ÞU: (10)

If the weighted adjacency matrix A is symmetric, Eq. (10)
can be further simplified to �1LaU, and rULðT ;U;V;WÞ
is equal to

�T ð�;V;WÞ þUðGðV;WÞ þ �2IRÞ þ �1LaU: (11)

The theorem follows. tu

Therefore, the stochastic gradient descent algorithm
updates U at the tth iteration as follows:

UðtÞ ¼ Uðt�1Þ � hðtÞð�T ðt�1Þð�;Vðt�1Þ;Wðt�1ÞÞ
þUðt�1ÞðGðVðt�1Þ;Wðt�1ÞÞ þ �2IRÞ þ �1LaU

ðt�1ÞÞ:
(12)

Based on Eq. (9), the gradient for V andW can be derived
in the similar way as follows:

rVLðT ;U;V;WÞ ¼ �T ðU; �;WÞ þVGðU;WÞ
rWLðT ;U;V;WÞ ¼ �T ðU;V; �Þ þWGðU;VÞ:

Note that VðtÞ and WðtÞ are also updated similarly in each
iteration.

4.5 Acceleration of Convergence Rate
It has been widely recognized that the performance is poor
when a constant learning step size h is adopted. If the learning
step size is too large, it is inclined to skip the optimal solution.
In contrast, if the learning step size is too small, the conver-
gence rate to the optimal solution becomes unacceptably
slow. To avoid the above issue, we further propose a second-
order stochastic gradient descent algorithm for CP decompo-
sition, namely, STM-CP-2SGD. The second-order stochastic
gradient descent (2SGD) considers the second-order informa-
tion by adaptively assigning the learning rate as the inverse of
the Hessianmatrix in objective function L to guide the search-
ing direction. Since the inversion of the full Hessianmatrix

rUrUL rUrVL rUrWL
rVrUL rVrVL rVrWL
rWrUL rWrVL rWrWL

2
64

3
75;

is computationally expensive, its block-diagonal parts are
alternatively used as an approximation of the inverse of the
Hessian matrix [26]. Therefore, we update UðtÞ as follows:

UðtÞ ¼ Uðt�1Þ � hðtÞðr2
Uðt�1ÞLÞ�1rUðt�1ÞL: (13)

To calculate r2
UL, we take a derivative of Eq. (11) with

respect to U and obtain

r2
ULðT ;U;V;WÞ ¼ dðUðGðV;WÞ þ �2IRÞÞ

dU
þ �1

dðLaUÞ
dU

: (14)

We find the derivatives by exploiting the relationship
between the Kronecker product and the vec operator (vecto-
rizing matrices by stacking its columns) as follows. For the
first term in Eq. (14), we have

dðUðGðV;WÞ þ �2IRÞÞ
dU

¼ dðvecðUðGðV;WÞ þ �2IRÞÞ
dvecðUÞ : (15)

Since vecðUðGðV;WÞ þ �2IRÞÞ ¼ vecðINUðGðV;WÞ þ �2IRÞÞ ¼
ðGðV;WÞ þ �2IRÞT 	 INvecðUÞ, where 	 is Kronecker prod-

uct, we have

dðUðGðV;WÞ þ �2IRÞÞ
dU

¼ ðGðV;WÞ þ �2IRÞT 	 IN: (16)

We find the second term in Eq. (14) in a similar manner

dðLaUÞ
dU

¼ dvecðLaUÞ
dvecðUÞ : (17)

Since vecðLaUÞ ¼ vecðLaUIRÞ ¼ IR 	 LavecðUÞ, we have

dðLaUÞ
dU

¼ IR 	 La: (18)

Substituting Eqs. (16) and (18) into Eq. (14), r2
ULðT ;U;

V;WÞ is equal to

ðGðV;WÞ þ �2IRÞT 	 IN þ �2IR 	 La

¼ ðGðV;WÞ þ �2IRÞT 
 �2La;
(19)

where 
 is the Kronecker sum. Therefore, we update U at
the tth iteration as follows, i.e., UðtÞ is equal to

Uðt�1Þ � hðtÞððGðVðt�1Þ;Wðt�1ÞÞ þ �2IRÞT 
 �2LaÞ�1rUðt�1ÞL: (20)
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Compared with Eq. (12), here the update of U includes a
new term, i.e., ððGðV;WÞ þ �2IRÞT 
 �2LaÞ�1, representing
the adaptive learning step size. Previous studies show that
the number of iterations for 2SGD to reach the optimum is
much smaller than that of SGD [10]. More specifically, given
a second-order convex function, 2SGD requires only one
iteration because it derives the optimal step size to the opti-
mum point. To properly choose the hðtÞ, several approaches
can be applied, e.g., damped Newton method [41]. Here, we
employ cross validation on the training dataset to find the
initial value hð0Þ with Adagrad accordingly. Moreover, we
update VðtÞ andWðtÞ as follows:

VðtÞ ¼ Vðt�1Þ � hðtÞðGðUðt�1Þ;Wðt�1ÞÞT 	 IÞ�1rVðt�1ÞL;
WðtÞ ¼ Wðt�1Þ � hðtÞðGðUðt�1Þ;Vðt�1ÞÞT 	 IÞ�1rWðt�1ÞL:

2SGD, which exploits a Hessian matrix, outperforms SGD
because the optimal step size is equal to the inverse of the
Hessian matrix when the surface is approximated as a qua-
dratic plane. STM-CP-2SGD further utilizes the block diago-
nal components to approximate the Hessian matrix for
acceleration. Notice that if the Hessian matrix is not invert-
ible, a nonnegative diagonal matrix with negligible-valued
elements can be added to the original matrix to produce a
positive definite matrix [23].

4.6 Theoretical Results
In the following, we first derive the computational complex-
ity of the above two algorithms. Afterward, we prove that
STM-CP-2SGD always converges to the solution of CP
decomposition. More specifically, let jT j denote the number
of nonzero elements in T .

Lemma 2. The computational complexity of STM-CP-SGD is

OððN þDþMÞR2 þN2Rþ jT ðtÞjRÞ.
title>Proof. For V and W, the complexity of STM-CP-SGD

is OððDþMÞR2 þ jT ðtÞjRÞ for each update, where OððD þ
MÞR2Þ is for computing VGðU;WÞ and WGðU;VÞ, and

OðjT ðtÞjRÞ is to find T ðtÞðU; �;WÞ and T ðtÞðU;V; �Þ. For U, the

complexity of STM-CP-SGD is OðNR2 þ jT ðtÞjR þ N2RÞ for
each update since the time to find LaU is OðN2RÞ. Therefore,
the computational complexity of STM-CP-SGD is OððNþ
DþMÞR2 þN2Rþ jT ðtÞjRÞ. The lemma follows. tu
Lemma 3. The computational complexity of STM-CP-2SGD is

OððN þDþMÞR2 þN2Rþ jT ðtÞjRÞ.
Proof. Compared with STM-CP-SGD, STM-CP-2SGD needs

to additionally derive the inverse of the Hessian matrix.
To update V, since ðGðU;WÞT 	 IÞ�1 ¼ ðGðU;WÞT Þ�1	
I�1, we only have to additionally calculate the inverse of
GðU;WÞ, and thus the computational complexity is
OðR3Þ, as well as for the update of W. On the other hand,
for the update of U, efficiently calculating the inverse of
the Kronecker sum, i.e., GðV;WÞT 
 La 2 RRN�RN , has
been studied in solving Sylvester equation in control sys-
tem, and it can be approximated in OðN2 þR2Þ [33].
Therefore, the computational complexity is still OððN þ
DþMÞR2 þN2Rþ jT ðtÞjRÞ. The lemma follows. tu
The worst-case computational complexity of STM-CP-

2SGD is the same as STM-CP-SGD. Nevertheless, the com-
putation of STM-CP-2SGD is slightly more complicated

than that of STM-CP-SGD because STM-CP-2SGD needs to
compute the inverse of the Hessian matrix. Neverthelss, as
shown in the experimental results, the convergence rate of
STM-CP-2SGD is much faster than that of STM-CP-SGD.
Given the same start point, STM-CP-2SGD can adaptively
control the learning step size to approach the optimal solu-
tion and thus requires much fewer iterations than that of
STM-CP-SGDwith a constant learning step size.

Assume that the Frobenius norm of T is bounded by a
constant, i.e., kT k � C, we have the following theorem.

Theorem 1. Given any initial solution or step size, STM-CP-
2SGD does not diverge.

Proof. STM-CP-2SGD updates U, V, W by finding the first
and second derivatives. Consider the tth update of UðtÞ.
We first fix the values of Vðt�1Þ and Wðt�1Þ and set Eq. (11)
as zero to find U�, i.e.,

UðGðVðt�1Þ;Wðt�1ÞÞ þ �2IRÞ þ �1LaU ¼ T ð�;Vðt�1Þ;Wðt�1ÞÞ: (21)

Since Eq. (21) is a Sylvester-type equation, the optimal
solution of U when fixing Vðt�1Þ and Wðt�1Þ, denoted as
U�, can be derived as

T ð�;Vðt�1Þ;Wðt�1ÞÞððGðVðt�1Þ;Wðt�1ÞÞ þ �2IRÞT 
 �1LaÞ�1;

which is the least-square solution by fixing Vðt�1Þ and
Wðt�1Þ. By rearranging Eq. (20), UðtÞ can be derived as

Uðt�1Þ � hðtÞððGðVðt�1Þ;Wðt�1ÞÞ þ �2IRÞT 
 �2LaÞ�1

ð�T ð�;Vðt�1Þ;Wðt�1ÞÞ þUðt�1ÞðGðVðt�1Þ;Wðt�1ÞÞ þ �2IRÞ
þ �1LaU

ðt�1ÞÞ
¼ Uðt�1Þ þ hðtÞT ð�;Vðt�1Þ;Wðt�1ÞÞððGðVðt�1Þ;Wðt�1ÞÞ
þ �2IRÞT 
 �2LaÞ�1 � hðtÞUðt�1Þ

¼ ð1� hðtÞÞUðt�1Þ þ hðtÞU�:

Therefore, UðtÞ is a linear combination of Uðt�1Þ and U�.
WhenVðt�1Þ andWðt�1Þ are fixed as constants, according to
[39],U� is a solution of the least-square problem, and thus

LðT ;U�;Vðt�1Þ;Wðt�1ÞÞ � LðT ;U;Vðt�1Þ;Wðt�1ÞÞ; 8U:

Let U in the right-hand side be 0, and we have LðT ;
U�;Vðt�1Þ;Wðt�1ÞÞ � 1

2 kT k2. Therefore, since the Frobe-
nius norm of T is bounded, the initial solution of Uð0Þ is
also bounded, and so is UðtÞ. The updates of VðtÞ andWðtÞ

are similar. The theorem follows. tu

Notice that this theorem does not guarantee the conver-
gence9 of the algorithm since the solutions may oscillate
when updating U, V, and W sequentially. Nevertheless, the
above property is useful in practice since the solution can be
always bounded and does not result in overflow [46].

5 EXPERIMENTAL RESULTS

In this section, we evaluate SNMDD with real datasets. A
user study with 3,126 people is conducted to evaluate the
accuracy of SNMDD. Moreover, a feature study is per-
formed. Finally, we apply SNMDD on large-scale datasets
and analyze the detected SNMD types.

9. To ensure the convergence of 2SGD, more assumptions, e.g.,
(a; g; �; d)-strict saddle with stochastic gradient oracle with the radius at
most Q, are required to prove the range to optimal solutions [22], [40],
but the above condition may not always exist in practical situations.
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5.1 Data Preparation and Evaluation Plan
In the following, we detail the preparation of the datasets
used in our evaluation.

5.1.1 User Study

We recruit 3,126 OSN users around the world via Amazon
Mechanical Turk (MTurk) to obtain data for training and
testing the classifiers in SNMDD. The participants include
1,790 males and 1,336 females. Their professions are very
diverse, affiliating with universities, government offices,
technology companies, art centers, banks, and businesses.
Each user is first invited to fill out the standard SNMD ques-
tionnaires [3], [53].10 Then, a group of professional psychia-
trists participating in this project assess and manually label
the users as potential SNMD cases (and their types of
SNMDs) or normal users.11 There are 389 users labeled as
SNMD, including 246 Cyber-Relationship Addiction, 267
Information Overload, and 73 Net Compulsion.12 The result
obtained by the psychiatrists serves as the ground truth for
our evaluation. We also crawl the Facebook (denoted as
FB_US) and Instagram (denoted as IG_US) data of the par-
ticipants in the user study for training and testing of our
machine learning models (based on features detailed in Sec-
tion 3.1). All the data are collected with the Facebook and
Instagram APIs as listed in Table 1.

In the experiment, we first evaluate the effectiveness of the
proposed features, including all features (All), social interac-
tion features (Social), personal profile features (Personal),
with a baseline feature Duration, i.e., the total time spent
online, using TSVM [19] for semi-supervised learning in the
user study. The combinations of different features, i.e., Dura-
tionwith Social (D-S), Durationwith Personal (D-P),
Social with Personal (S-P), are also presented. We also
collect two large-scale datasets, including Facebook (denoted
as FB_L) with 63 K nodes, 1.5 M edges, and 0.84 M wall posts
[49], and Instagram (denoted as IG_L) with 2 K users, 9 M
tags, 1200 M likes, and 41M comments [21]. Note that some
proposed features cannot be extracted from certain large-scale
datasets, e.g., game posts and stickers are not available in

IG_L, which is handled by using the imputation technique
[43]. The details of the data crawled from each social media
are listed in Table 1.

With labeled (IG_US and FB_US) and unlabeled data (IG_L
and FB_L) described above, we perform a 5-fold cross valida-
tion, i.e., take 4 folds for training and 1 fold for testing, to
evaluate the performance of proposed features using semi-
supervised TSVM. A number of supervised approaches,
including J48 Decision Tree Learning [51], SVM [15], Logistic
Regression, and DTSVM [17] which do not use unlabeled
data, are also compared to justify our choice of using TSVM in
SNMDD. Next, we compare the proposed SNMD-based
Tensor Model, implemented by different algorithms, i.e., STM-
Tucker-SGD, STM-CP-SGD, and STM-CP-2SGD, with two
baseline algorithms. The first baseline algorithm concatenates
the features from different networks together (denoted asCF),
while the second baseline algorithm employs the existing
Tucker model (denoted as Tucker) that does not incorporate
prior knowledge regarding the characteristics of SNMD cases
(observed from our analysis). Finally, the effectiveness of each
feature is carefully analyzed in Section 5.5.

5.1.2 Large-Scale Experiments

To discover new insights, we apply our semi-supervised
SNMDD on IG_L and FB_L to classify their users and then
analyze the detected cases of different SNMD types. Notice
that the goal of this analysis is exploratory-oriented as we
do not have the ground truth for the large datasets. We
examine whether friends of SNMD cases tend to be poten-
tial SNMD cases as well. Also, we apply community detec-
tion on FB_L and IG_L to derive the relationships between
different types of SNMD users in their communities.
Finally, the average hop distance between the SNMD users
of the same type is reported.

5.2 Evaluation of the Proposed Features
In the following, we first evaluate the performance of the
proposed features using TSVM. We adopt Accuracy (Acc.)
and Area Under Curve (AUC) for evaluation of SNMDD.
Moreover, Microaveraged-F1 (Micro-F1) and Macroaver-
aged-F1 (Macro-F1) are also compared for multiple-label
classification. Table 2 summarizes the average results and
standard deviations, where the examined feature sets are
denoted by self-explained labels.

The results on the IG_US and FB_US datasets in the user
study show that Duration leads to the worst performance,
i.e., the results of accuracy are 34 and 36 percent, and the
AUC are 0.362 and 0.379, respectively. Notice that the AUC
function can flip the results if the calculated AUC is less than
0.5, i.e., 1-AUC. Here, we do not filp the results to show that
Duration is in fact a negative predictor in our case because
Duration cannot differentiate heavy users with addictive
users. Using all (All) or parts (Social or Personal) of the
proposed features outperforms Duration significantly (see
Table 2). All achieves the best performance (80 and 84 per-
cent accuracy on the IG_US and FB_USdatasets, respectively)
because SNMDD is able to capture the various features
extracted from data logs to effectively detect SNMD cases.
The performance of Personal and Social are comparable,
and the integrated feature set All outperforms Personal

and Social by at least 15 and 16 percent on IG_US and
FB_US in terms of accuracy. Since the F1 measure ignores
true negatives, its magnitude is mostly determined by the
number of true positives, i.e., large classes dominate small

TABLE 1
Details of the Datasets

Dataset Description

FB_US User profile, the friends of each user, the news feeds created
by users with metadata (who likes, who comments, stickers,
and geotag), the news feeds users like or comment (stickers
also), events (join/decline), joined groups with events, and
game posts created by game apps

IG_US User profile, the followers/followees of each user, the media
created by users with metadata (who likes, who comments,
and geotag), and the
contents users like or comment

FB_L Anonymized user ID that performs the action, anonymized
user ID that receives the action, and timestamp of action
creation

IG_L Anonymized media ID, anonymized ID of the user who
created the media, timestamp of media creation, set of tags
assigned to the media, number of likes and number of
comments received

10. The IRB number of this project is AS-IRB-HS 15003 v.1.
11. They are from California School of Professional Psychology,

Taipei City Hospital, Nat’l Taipei Univ., psychiatric clinics, etc.
12. Note that a person may have multiple types of SNMDs

simultaneously.
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classes in microaveraging. As shown in Table 2, Micro-F1 of
Duration, Social, and Personal are larger than Macro-
F1 using both IG_US and FB_US datasets, indicating that
using parts of features performs better on IO and CR (large
classes) than NC. In contrast, the performance of SNMDD is
almost the same in Micro-F1 and Macro-F1, which indicates
its robustness. The results from FB_US are better than those
from IG_US because IG_US is sparser, e.g., there are no event
and game posts on Instagram. After comparing the results
from SNMDDwith the ground truth obtained via user study,
we observe that some false-positive users are detected as NC,
probably because people with NC are more likely to hide
their real usage time, e.g., the game logs of some people with
NC are hidden. As a result, a few normal users may be incor-
rectly detected asNC.However, SNMDDgenerally performs
verywell for NC due to some effective features. For example,
users of NC are usually less parasocial since they are less fre-
quent to interact with friends. Moreover, since the NC users’
friends with game benefits usually do not know the NC
users’ other friends (e.g., colleagues), their clustering coeffi-
cients are lower than the normal users. Finally, the perfor-
mance of Social and Personal with Duration features
(D-S and D-P) are almost the same since SVM finds the best
hyperplane to classify the training data and may not take the
dimensions that downgrade the results. The results also
manifests that the proposed features are robust with SVM.
The p-value tests of different features with All indicate that
All is significantly better than Duration, Social, Per-
sonal, D-S, D-P with p values that are much smaller than
0.05, while the performance is close to S-P.

5.3 Evaluation of Classification Techniques
and STM

In the following, given all the proposed features, we first
evaluate TSVM in comparison with some representative
supervised learning approaches in SNMDD. As shown in
Table 3, the accuracy of semi-supervised TSVM (84.3 percent)
outperforms all the supervised algorithms, including ‘2-regu-
larized logistic regression (78.6 percent) and ‘2-regularized
‘2-loss SVM (79.2 percent), since TSVM effectively uses unla-
beled data to address the issues of overfitting and data spar-
sity. The accuracy and AUCs of the single-source supervised
learning methods are similar, indicating that the proposed
features provide robust information that is not sensitive to
the choice of learning algorithms.

Next, we compare the proposed multi-source STM-Tucker-
SGD, STM-CP-SGD, and STM-CP-2SGD with two baselines,

i.e., CF and Tucker, to integrate the features extracted from
IG_US and FB_US datasets with TSVM. Table 3 points out
that the accuracy and AUC of STM-CP-2SGD are 90.4 percent
and 0.938, respectively. STM-CP-2SGD with the decomposed
latent factor matrix U can effectively recover important miss-
ing features and provide extra latent information to better
characterize the users. In contrast, CF, which simply concate-
nates the features from FB_US and IG_US, suffers from the
worst accuracy and AUC and is even beated by single-source
‘2-regularized ‘2-loss SVM. This is because CF loses correla-
tions among the features and thereby tends to introduce
noises. On the other hand, STM-CP-2SGD outperforms the
other approaches because it incorporates important character-
istics of SNMDand thereby derivesmore precise and accurate
latent features, while the accuracy and AUC of STM-Tucker-
SGD and STM-CP-SGD are almost the same.

5.4 Evaluation of the Proposed Tensor
Decomposition Acceleration

In the following, the default dimensionality of U, V and W,
threshold �, and the maximum number of iterations are set
as 10, 0.001, and 50, respectively. We first compare the loss
function through each iteration in Fig. 2a. Note that STM-
CP-2SGD converges very quickly (always terminates before
the 5th iteration). Between STM-Tucker-SGD and STM-CP-
SGD, the loss of STM-Tucker-SGD is slightly smaller since
the core tensor of STM-Tucker-SGD allows more freedom to
fit data. On the other hand, STM-CP-2SGD outperforms

TABLE 2
Different Combinations of Feature Categories for Performance Evaluations on the IG_US and FB_US Datasets

Instagram

Measure Duration Social Personal D-S D-P S-P All

Acc. 0.34 
 0.02 0.67 
 0.01 0.69 
 0.03 0.63 
 0.02 0.68 
 0.02 0.80 
 0.01 0.80 
 0.01
AUC 0.36 
 0.02 0.71 
 0.02 0.74 
 0.01 0.69 
 0.02 0.73 
 0.02 0.81 
 0.01 0.81 
 0.01
Micro-F1 0.33 
 0.01 0.76 
 0.01 0.78 
 0.04 0.74 
 0.01 0.77 
 0.03 0.85 
 0.01 0.85 
 0.01
Macro-F1 0.33 
 0.01 0.71 
 0.01 0.73 
 0.02 0.69 
 0.02 0.72 
 0.02 0.85 
 0.01 0.85 
 0.01
p value on AUC 3:80 � 10�8 6:05 � 10�5 1:18 � 10�5 1:64 � 10�6 3:06 � 10�6 0.76 -

Facebook

Acc. 0.36 
 0.01 0.72 
 0.03 0.73 
 0.02 0.70 
 0.03 0.73 
 0.01 0.84 
 0.02 0.84 
 0.02
AUC 0.37 
 0.01 0.75 
 0.02 0.77 
 0.02 0.74 
 0.01 0.76 
 0.02 0.86 
 0.02 0.85 
 0.01
Micro-F1 0.44 
 0.04 0.80 
 0.02 0.81 
 0.01 0.79 
 0.02 0.80 
 0.01 0.90 
 0.01 0.90 
 0.01
Macro-F1 0.35 
 0.02 0.76 
 0.01 0.77 
 0.03 0.74 
 0.01 0.76 
 0.02 0.91 
 0.01 0.91 
 0.01
p value on AUC 7:01 � 10�9 2:35 � 10�5 3:06 � 10�4 3:90 � 10�6 1:46 � 10�4 0.064 -

TABLE 3
Comparisons of SNMDD with

Different Classification Techniques

Technique Acc. AUC

Single-source (FB)

J48 Decision Tree Learning 75.4% 0.763
‘1-regularized ‘2-loss SVM 79.1% 0.790
‘2-regularized ‘2-loss SVM 79.2% 0.791
‘1-regularized logistic regression 78.5% 0.788
‘2-regularized logistic regression 78.6% 0.789
DTSVM 78.5% 0.782
TSVM 84.2% 0.851

Multi-source (FB+IG)

CF 76.4% 0.775
Tucker 87.9% 0.892
STM-Tucker-SGD 90.2% 0.933
STM-CP-SGD 90.1% 0.930
STM-CP-2SGD 90.4% 0.938
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both STM-Tucker-SGD and STM-CP-SGD in terms of the
convergence rate, as well as the loss function. Fig. 2b com-
pares the running time through each iteration. The results
manifest that the running time of STM-CP-SGD is the fastest
for each iteration, with STM-CP-2SGD as the close second
(which terminates first). They both significantly outper-
forms STM-Tucker. The overall running time of STM-CP-
2SGD is the smallest since it requires much fewer iterations.
Fig. 2c shows the peak memory usage of different tensor
decomposition methods. The memory usage of STM-CP-
2SGD is slightly greater than that of the others. Notice that
the feature tensor and adjacency matrix are sparse, and
therefore we use sparse tensor representation for each
decomposition to reduce the memory usage.

Moreover, Figs. 2d, 2e, and 2f compare the performance
of STM-Tucker-SGD, STM-CP-SGD, and STM-CP-2SGD in
terms of running time, accuracy, and loss function with dif-
ferent R, respectively. As shown in Fig. 2d, STM-CP-2SGD
significantly outperforms the other two in terms of running
time for different R, i.e., the running time is at most 9.7 and
18.9 percent of STM-Tucker-SGD and STM-CP-SGD, respec-
tively, while the accuracy for detecting SNMD is almost the
same for different proposed methods as shown in Fig. 2e,
which shows the power of acceleration of the proposed
STM-CP-2SGD without sacrificing accuracy. Moreover, the
accuracy of different methods does not increase as R grows
since the latent features may overfit the training data and
thus do not perform well on testing data. Fig. 2f further
shows the loss function with different R. As R increases, the
loss functions for different methods all decrease. For
Figs. 2e and 2f, although the loss function of STM-Tucker-
SGD slightly outperforms STM-CP-2SGD, the accuracy of
STM-Tucker-SGD, STM-CP-SGD, and STM-CP-2SGD are
similar. In summary, STM-CP-2SGD is the most efficient
one without compromising efficiency and accuracy.

5.5 Feature Study
To observe the differences among the three types of SNMDs,
Table 4 lists the top-5 discriminative features using

information gain and the corresponding accuracy on the
FB_US dataset by TSVM, where CC, BI, BL, and SD respec-
tively denote the clustering coefficient, burst intensity, burst
length, and standard deviation. It is worth noting that the
number of selfies, an indicator of self-disclosure, is not useful
for detecting CR and IO, but it is effective for NC. This is
because NC users are usually less socially active, comparing
to CR and IO users. Moreover, the online/offline interaction
ratio of NC is much higher than the ratios of the other two
types, probably because NC users usually show less willing-
ness to join offline activities. In contrast, CR and IO cases pre-
fer to use social media, instead of playing games alone.
Moreover, people with compulsive personality are more
introverted. In contrast, people with CR usually create virtual
bonds to develop pathological relationships for compensation
of their (missing) offline relationships. The Shannon index, an
indicator of the social diversity, is also useful in detecting NC
since the friends of NC are in similar backgrounds, and thus
the Shannon index is lower than that of normal users. More-
over, the social comparison score is important for detecting
NC cases. This is because when the users with malicious envy
see the positive newsfeeds from the friends with similar back-
grounds, theymay eager to pursue the sense of success, which
ismuch easier to be achieved in online games.

The parasociality, effective for detecting all SNMD types,
is especially useful for detecting CR cases. For example, in
our user study, we find user A, 21-year-old male, frequently
posting news feeds, such as “I’m so bored :(((((...Ahhhhhh!!”,
and his cross-dressing photos on his Facebook timeline,
more than 3 times a week, which usually get fewer than 5
likes. At the same time, he “likes” a large number of posts
from others. SNMDD classifies him as a potential CR case
and his questionnaire reveals that he constantly blocks out
disturbing thoughts about life and finds himself anticipating
when he goes online again.

Burst intensity and length are quite useful for detecting IO
cases. For example, user B, 36-year-old male, is detected as IO
since the behavior of clicking “likes” fits the pattern of bursts,
i.e., the median of his burst intensity is high, equal to 31. His
answers to the standard questionnaire reveal that he loses
sleep due to late-night access on Facebook to check others’
news feeds. Through interview, user B explains that he cannot
stop checking for new posts and e-mails even when all his
news feeds and emails are read. Some of his friends reply him:
“are you a robot? no sleep needed?!?!!”, indicating that user B
is indulged in finding social news. Moreover, social roles are
important in detecting IO since the userswith IOusually share
or like the information from different communities ant thus
are inclined to be detected as structural holes.

Fig. 2. Comparisons of different datasets.

TABLE 4
Top Features and Acc. on the FB_US Dataset

CR NC IO

Parasociality Game posts Median of BI Median of BI
Median of BI Online/offline

ratio
Online/offline
ratio

Online/offline
ratio

Eigenvector
centrality

Parasociality SD of BL Parasociality

Online/
offline ratio

Shannon index Sticker number Sticker number

Sticker number Social comparison
score

Social roles SD of BL

Acc.: 80.5% Acc.: 77.6% Acc.: 82.9% Acc.: 80.7%
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Next, we analyze the importance of different features to
our classifiers. x2-test is exploited to measure the importance
of each feature via SelectKBest of Scikit-Learn. The top 5
important features overall are 1) median of the intensity of
bursts, 2) parasociality, 3) online/offline interaction ratio, 4)
number of used stickers, and 5) standard deviation of the
length of bursts. It is worth noting that TSVMusing only these
5 features in SNMDD achieves an accuracy of 80.7 percent for
FB_US, close to that of using all features (All). In otherwords,
integrating important social and personal features provides
good results because effective personal features, e.g., the tem-
poral behavior features, can be used to differentiate the users
suffering from withdraw or relapse symptoms and heavy
users, while social features capture the interactions among
users to differentiate different SNMDs.

Figs. 3a and 3b show the improvementmade by addingdif-
ferent features in TSVM on the FB_US dataset and the pro-
posed STM onmulti-source data (i.e., FB_US and IG_US). The
feature selection of TSVM is based on the information gain
(the top-5 features mentioned earlier), while the tensor
approach automatically extracts important latent features. We
observe a diminishing return property on both figures, where
the improvement becomes marginal as more features are
included. Fig. 3a shows a power fit function (pðxÞ ¼
0:3091x�1:92) of the curve with R2 ¼ 0:9534. The exponent
�1:92 denotes that the improvement by adding nth feature is
n�1:92 times smaller than that by adding the first feature. On
the other hand, the results of the tensor-based approach in
Fig. 3b show that the accuracy increment for adding a single
feature drops faster (pðxÞ ¼ 1:11x�2:01) since the proposed
STM can extractmuchmore important and concise features.

5.6 Analysis of SNMD Types in Large Datasets
In this analysis, we first apply the proposed SNMDD frame-
work (with TSVM) on some large-scale OSN datasets, i.e.,
FB_L and IG_L, to classify their users. In Figs. 4a and 4b, we
analyze the detected SNMD cases among the friends of an
SNMD user. In Fig. 4a, the leftmost bar indicates that in FB_L,
among all CR users, about 45 percent of their friends are also
CR users, which is greater than the percentage of other SNMD
types. On the other hand, the 8th bar from the left in Fig. 4a
indicates that in FB_L, about 59 percent of NC users’ friends
are NA (non-SNMDusers). Figs. 4a and 4b show that, in FB_L
and IG_L, CR and IO users have similar friend types. This is
because CR and IO cases, by their nature, are similar, i.e., they
are both seeking social satisfaction (e.g., relationships and
information) from the OSNs. Moreover, among different
SNMD cases, CR and IO users are likely to be friends with
other CR and IO users. For CR users, this phenomenon has
beendescribed as “loneliness propagates” [12].

Furthermore, Infomap community detection [42] is per-
formed on FB_L and IG_L to derive the relationships between
different types of SNMD users in their communities. Figs. 4c

and 4d analyze the community structures of SNMD users
with different SNMD scores, where each point represents the
characteristic of a community. Specifically, each community
in the dataset is represented by three different types of points,
i.e., CR, NC, and IO. For example, each CR point is repre-
sented as hscore; ratioi, where score is the average CR score in
that community, and ratio indicates the proportion of CR
users in the community. It is similar for each IO/NC point. As
Figs. 4c and 4d show, for each SNMD type, when the average
SNMD score is higher, it is likely to havemore SNMDusers in
the community. Moreover, there are many communities with
large IO scores in IG_L that have IO ratios close to 1. This
implies that the users with large IO scores in IG_L are more
inclined to form homogeneous groups. At the first glance, one
may feel that NC users frequently appear in many communi-
ties, and there seems to be a large number of NC users, espe-
cially in FB_L (i.e., Fig. 4c). However, after carefully
examining these communities, we find that those communi-
ties (with large ratios of NCusers) are usually very small (usu-
ally with the size around 5) because NC users are less-active.
On the other hand, in IG_L,when SNMD scores are larger, the
ratios of IO users in communities are also larger. This is
because IO users can view, like, or follow others in Instagram
more easily (not necessary to be friends first).

Fig. 4e compares the ratios of different types of SNMD
users identified in FB_L and IG_L. There are more CR users in
IG_L probably because CR users seek social supports online
to compensate the loneliness in real life. We argue that the
Instagram platform makes it easy to freely create social rela-
tionshipswith strangers. In contrast, it is not that easy to create
new social relationships on Facebook since the friend requests
need to be approved. Finally, Fig. 4f compares the average
number of hops from each SNMD user to the nearest user
with the same type of SNMDs. The leftmost bar shows that
the average hop distance from each CR user to the closest CR
user is 1.07 hop, indicating that CR and IO users are close to
other same-type users, i.e., average hop distances are within
1.15,where Figs. 4a and 4b also report similar results.

Fig. 3. Relative accuracy change with respect to number of features.

Fig. 4. Comparisons of different datasets.
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6 CONCLUSION

In this paper, we make an attempt to automatically identify
potential online users with SNMDs. We propose an SNMDD
framework that explores various features from data logs of
OSNs and a new tensor technique for deriving latent features
from multiple OSNs for SNMD detection. This work repre-
sents a collaborative effort between computer scientists and
mental healthcare researchers to address emerging issues in
SNMDs. As for the next step, we plan to study the features
extracted from multimedia contents by techniques on NLP
and computer vision. We also plan to further explore new
issues from the perspective of a social network service pro-
vider, e.g., Facebook or Instagram, to improve the well-beings
of OSNuserswithout compromising the user engagement.
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