Journal of Network and Innovative Computing
ISSN XXXX-XXXX Volume 1 (2011) pp. XXX-XXX
© MIR Labs, www.mirlabs.net/jnic/index.html

Traffic Sign Recognition with WISARD and
VG-RAM Weightless Neural Networks

Mariella Berger, Avelino Forechi, Alberto F. De Souaa, Jorcy de Oliveira Neto,
Lucas Veronese, Victor Neves, Edilson de Aguiar an@laudine Badue

Departamento de Informatica, Universidade Federdtshirito Santo,

Av. Fernando Ferrari, 514,

29075-910, Vitéria, B&yzil

mberger @I cad.inf.ufes.br

Abstract: We present two biologically inspired approachesa
traffic sign recognition based on Weightless NeuraNetworks
(WNN): one based on Virtual Generalizing Random Acess
Memory (VG-RAM) neurons and the other on the Wilkes
Stonham and Aleksander Recognition Device (WiSARD)
neurons. Both approaches employ the same neural dnitecture
that models the transformations suffered by the imges captured
by the eyes from the retina to the primary visual ortex (V1) of
the mammalian brain. We evaluated the performance foboth
approaches on the German Traffic Sign Recognition Behmark
(GTSRB). Our system based on VG-RAM neurons achiedea
performance significantly better than the one basedn WiSARD
neurons and was ranked fifth in the GTSRB (the third and
fourth places were human classifiers) with a recogtion rate of
98.42%.
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|. Introduction

Automatic traffic sign identification has many ptiaal
applications, such as traffic sign regulation, driassistance
and automated intelligent driving, and has beehadlenging
and active research topic in computer vision inlés¢ years.
However, the identification of traffic signs witharbe

Traffic sign recognition is a multi-class classifiion
problem with unbalanced class frequencies. Thdetg lies
in the fact that, even though there is a wide rafgariations
between classes in terms of color, shape and preseh
pictograms or text, there exist classes very simtidaeach
other (see Figure 1).

Figure 1: Samples of very similar traffic sign clases.

In this paper, we present two biologically inspired
approaches to traffic sign recognition: one based/wtual
Generalizing Random Access Memory Weightless Neural
Networks (VG-RAM WNN [1]) and the other based or th
Wilkes, Stonham and Aleksander Recognition Device
(WiSARD [2]). Both approaches employ the same
architecture, which models the transformationsesefi by the
images captured by the eyes from the retina toptireary
visual cortex (V1) of the mammalian brain.

We developed systems for traffic sign recognitiaing

variations in visual appearance—due to deterionatioboth approaches and evaluated their performancethen

illumination changes, partial occlusions, rotatiomeather
conditions, etc.—remains still an interesting maetearning
and pattern recognition problem.

The problem of traffic sign identification can kerhulated
as follows: given an image of a scene, try andtifleane or
more traffic signs in the scene using a priori infation about
the shape, color or features present in the traffios. The
current solutions in the literature typically invel
segmentation of traffic signs from the scenes f{tradign
detection), feature extraction from the traffic rdg and
recognition. In this paper, we examined the redigmpart of
the identification problem only.

German Traffic Sign Recognition Benchmark (GTSRB)
(http://benchmark.ini.rub.de[3, 4]. Our system based on
VG-RAM neurons achieved a performance significabdster
than the one based on WiSARD neurons and was rdifited
in the GTSRB (the third and fourth places were huma
classifiers) with a recognition rate of 98.42%.

This paper is organized as follows. After this aahuction,
in Section Il, we present related work. In Sectltn we
briefly discuss the mammalian brain’s mapping ftbmretina
to V1. In Section 1V, we present both types of WN&urons
examined and the biologically inspired neural aeatture for
traffic sign recognition we developed. In Section We
describe our experimental methodology and analyae o
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experimental results. Our conclusions and direstfonfuture WiSARD neurons on the German Traffic Sign Recogniti
work follow in Section VI. Benchmark (GTSRB).

Il. Related Work [ll. Mapping from the Retina to V1

Many methods have been proposed in the literatare f The images captured by the eyes are transformexd int
traffic sign recognition (see overviews in [5, ). 7These electrical impulses by the retina and, throughapgc nerve,
methods can be grouped in three main categoriggndéng are projected into the primary visual cortex (Vhdaother
on the main attributes used in the recognition @sscnamely areas of the mammalian brain [33]. The neural ptae from
color, shape and other features. the retina to V1 follows a retinotopic mapping, .,i.e

Color-based methods perform color segmentatiorrdiero neighboring regions in the retina are projected oont
to detect and classify (recognize) image regiotws $pecific  neighboring regions of the V1 [34].
types of traffic signs [8]. Earlier techniques usadbptive Figure 2 shows how an image containing concenirites
thresholding [9] or fixed color thresholding [1G] tdentify is projected to V1 of the macaque monkey [34]. AguFe 2
traffic sign pixels. Other approaches used coldeking and shows, circles 1, 2 and 3 in the left image become
region growing [11], fuzzy logic [12] or color d&tce approximately straight lines in V1, and the regions
transform [13] to determine the borders of thefizafign and  circumscribed by the inner circles in the left irmagccupy a
the corresponding pictograms. However, the efficjeof much larger area in V1. This mapping from the @etio V1
color-based methods is usually affected by outdodollows alog-polar function.
illumination. This can be reduced by converting RRE€B
image to the Hue-Saturation-Intensity (HSI) or
Hue-Saturation-Value (HSV) spaces, which are, tmeso LS

extent, invariant to changes in illumination coruatis [14].
Shape-based methods are more robust to changes ilﬁ:,;.;‘;'-___h__‘: .

illumination conditions, if compared to color-basaéthods. ‘E'"':;:

Most shape-based approaches first apply robustdetgetion *

to an input image and, thereafter, the result uged or ST

compared against relevant geometrical shapes. Many
techniques can be used for classifying edges ietongtrical

shapes corresponding to specific traffic signs:tadise fjq,re 2: Retinotopic mapping of an image from theetina

transform matching [15], hierarchical spatial featmatching to V1 [34].
[16], similarity detection [9], Hough transform [[Ll7and
template matching [18]. Alternatively, radial syninge[19] Figure 3 shows the log-polar transform of an image,

can be employed to detect regular shapes like i8N centered at the poinkd yo)—this point corresponds to the
squares and octagons in the images, which can e Igoyeq of the model. The fovea is the central region s t
classified as a specific traffic sign accordmgtﬂx_zshape. retina, has the highest density of receptors dng, taffords
For many reasons—such as changes in illuminatio®, tihe greatest visual acuity [33]. Note that theleiin red) in
appearance of traffic signs in cluttered sceneseffect shape he |eft image of Figure 3 becomes a straight ilinthe right
of signs, as well as differences in scale and eiz&affic  jnage and the regions around the circle’s cetherfovea of
signs—, the detection and recognition of traffignsi is a e model) in the left image occupy a much largeaan the

challenging problem for methods based o.nly on calod right image. The mathematical modeling of the lafgp
shape. Feature-based methods rely on specialésatatected .onsform commonly used in the literature is gibgn

in the images that are invariant with respect ®mmng and
environmental conditions (e.g. color SIFT [20], Itike

features [21], HOG features [22]). These featuase R=\/(x—xc)2 +(y-y.f ~ palog(R) and (1)

classified into specific traffic signs using genedigorithms (y— y )

[23], histographic recognition [24], decision tr¢&8], nearest 0= arctarsz_—ch) - @ab. (2)

neighbor method [25], support vector machines [29], ¢

AdaBoost methods [28], neural networks [29, 30hd@nm

forest of trees and kd-trees [31], and Virtual Galiging In this paper, we did not employ the log-polar sfanm

Random Access Memory Weightless Neural Networkexactly as shown above, but a variant that wastexleto

(VG-RAM WNN [32]). emulate more precisely the mapping from the retn&/1.
In this paper, we evaluate the performance of twdNWV Figure 4 shows this variant of the log-polar trans.

systems for traffic sign recognition: one basedv@RAM As Figure 4 shows, neighboring regions in the inegend

neurons [1] and the other based on WiSARD neur@ps [ the circle’s center (the fovea of the model) asm aleighbors
WNN are effective machine learning tools that offénple in the log-polar transform (retinotopy), as occur&/1. This
implementation and fast training and test. Our erpental does not occur in the transform depicted in Figure
evaluation shows that VG-RAM neurons outperform



How to Format Your Paper for INIC 3

the total amount of memory required is reduced f28to m x
2vm

( n/m )
1
n
a
, @)

Output =X
j WIiSARD neuron training
Outpu =X Output =X Outppt =X

Values iw
Address 8|8

1]
bio]<
o11]~
100] -~
101] =<
L10l~
111]~
ool ~
01
o11]><
100~
101]=
e
111~
poo] >

01~
b10[<
p11]~
Lo0] -~
Lo1]=
10|~
111] -~

p10]<

Input =101011...0CO

Figure 4: Our variant of the log-polar transform. (b)
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IV. Traffic Sign Recognition with WiSARD and f WiSARD Neuron testing
VG-RAM WNN Output =X Output =X Output =Y
A.WISARD WNN Values ‘w2 |v|2 |2 |x|z[?:2[2|v|x]2|w|?]|z MEMEEYHE

RAM-based neural networks, also known as n-tuple § Addres SS[E[E[SIE[S[= SIE[E[EEIE[E]E T SEElE[SIEIEE
classifiers or weightless neural networks, do ntires
knowledge in their connections but in Random Access
Memories (RAM) inside the network’s nodes, or neisto
These neurons operate with binary input valuesusedRAM Input =101011..01C
as lookup tables: the synapses of each neurorctalieector (©)

of bits from the network’s inputs that is used he RAM _ _ _
address, and the value stored at this addrese isgtiron’s ~ Figure 5: WiSARD WNN. (a) General architecture. (b)

output. Training can be made in one shot and bismansists Training. (c) Testing.
of storing the desired output in the address aatatiwith the ] o o
neuron input vector [35]. Figure 5(b) and (c) show a training and a testirstgince of

In spite of their remarkable simplicity, RAM-basedural @ WISARD neuron, respectively, wheném = 3. As these
networks are very effective as pattern recognittonls, figures show, in this cas@/tn = 3), one needs three bits to
offering fast training and test, in additon to as address each module. During training (Figure 5@J}sized
implementation [1]. However, if the network inpsitoo large, training input pattern (101011...000) is dividedrbynd each
the memory size becomes prohibitive, since it roestqual to /Mrsized subpattern (101, 011, ..., 010) is used toessda
2", wheren is the input size. RAM position of the corresponding RAM module. The

The WiSARD proponents [2] tackled this problem bya\ddressed position in each RAM module stores thpubu
dividing the n-sized input intom segments, each one Pattern (X) associated with the input pattern.
addressing a RAM memory module of siZ&"2as shown in It is important to note that, if th&m value is too small (say
Figure 5(a). 3 or 4), depending on the number of training pageollisions

As Figure 5(a) shows, in a WiSARD WNN, each segroént May occur, i.e., several input-output pairs mayressl the
the n-sized input is used to select one position of avRA Same RAM module’s memory position, hurting learning
memory module of size"?: the WiSARD output is the most performance. Therefore, them value should be chosen

voted output by then modules. Thanks to this organization,taking into consideration the number of input-otitpairs in
the learning sePlease refer to [36] for an in depth analysis in

the context of nearest neighbor search on binagdgso
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During test (Figure 5(b)), the-sized input test pattern follows a log-polar function, which models the maggpfrom
(101011...010) is also divided by (101, 011, ..., 010) and the retina to V1 (Section IlI).
eachn/msized input subpattern is used to address a RAM

position of the corresponding RAM module. The neiso
output is given by the output pattern (X) with thegest count
(2). If a tie occurs, the neuron’s output is chosamdomly
among the tied output patterns.

B. VG-RAM WNN

Virtual Generalizing Random Access Memory (VG-RAM)
Weightless Neural Networks (WNN) are RAM-based aéur

networks that only require memory capacity to stheedata
related to the training set [37]. In the neuronstluése
networks, the memory stores the input-output palewn

during training, instead of only the output. In tiest phase,
each neuron searches associatively its memory impanng

the input presented to the network with all inputsthe

input-output pairs learned. The output of each VAVR
WNN neuron is taken from the pair whose input iarest to
the input presented—the distance function emplopgd
VG-RAM WNN neurons is the Hamming distance. If thés

more than one pair at the same minimum distanaa the

input presented, the neuron’s output is chosen aahd
among these pairs.

Lookup Table Xy Xs X3 Y
entry #1 1 1 0 label 1
entry #2 0 0 1 label 2
entry #3 0 1 0 label 3

i i i !
input 1 0 1 label 2

Figure 6: VG-RAM WNN neuron’s lookup table.

neuronsN | Ny | | Mmn |
minchinton A‘f> ({ e 5 A% é%; S
cells e — ee —f
synapsesV Wy | Wy || Wy Wy | Wy | | Wiy
input® |(01,1| 012 | (ﬂ1,3| | Pk, | | Prs | | <0u,v|
equalize, crop, translat
scale, filter and split
imagel | i1 | 10 | i1 | 14 | i1s | | ixy | | g |

Figure 7: Schematic diagram of our WNN architecturefor
traffic sign recognition.

The synaptic interconnection pattern of each neumgn
(which consubstantiates its receptive fiefd), (W), follows a
two-dimensional Normal distribution with variance?
centered ap . » Where the coordinate andy of @ are

given by the inverse log-polar function of the adinates and

j of N; i.e., the distribution of coordinat&sandl| of the pixels
of @ to whichn;; connects vidVfollow the probability density
functions:

_(k=p4)?
e 2(72

1 Q)

W= 5

and

_(-4)?
e 20’2

1
agv2r '

(4)

a);l|,02(|) =

Figure 6 shows the lookup table of a VG-RAM WNN where o is a parameter of the architecture, and the
neuron with three synapses; (X, andX;). This lookup table coordinatesz4 and 4 of the pixel of @ where the Normal
contains three entries (input-output pairs), whigre stored gjstribution is centered at are calculated by:
during the training phasertry #1, entry #2 andentry #3).
During the test phase, when an input vectmput) is
presented to the network, the VG-RAM WNN test ailipon
calculates the distance between this input vecholr @ach
input of the input-output pairs stored in the nesdookup
table. In the example of Figure 6, the Hammingagiseé from
theinput to entry #1 is two, because boiy, andX; bits do not
match the input vector. The distance daary #2 is one,
becauseX; is the only non-matching bit. The distancetry '

#3 is three, as the reader may easily verify. Hefmethis ';V"sz‘
input vector, the algorithm evaluates the neurontput,Y, as d=Yn& -1 and
label 2, since it is the output value storedemiry #2. 2 a-1

My = % +d B:oi&) and )

4 :%+d[®en(9), 6)

where

(7)

C.WNN Architecture for Traffic Sgn Recognition

Our WNN architecture for traffic sign recognitiomsa ﬂtéﬁ_l]_Fﬂ. it k<M
single two-dimensional array of x n neuronsN, where each 2 2n’ 2
neuronn;;, has a set of synaps&##= (w.,wx,.. W), which are 3n T . m’
connected to the network’s two-dimensional ingtpf u xv 77[@7"’;) +%? if k >E
pixels, gy (Figure 7). The neuronsy; (Figure 7), can be
WIiSARD neurons, as shown in Figure 5, or VG-RAM WNN
neurons, as shown in Figure 6. The mapping of ldraents of

@ onto the center of theeceptive field of each neuron ofl

(8)

wherea is the log factor of the log-polar function anciso
a parameter of the architecture.
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This synaptic interconnection pattern mimics tHagerved
in many classes of biological neurons [3B]is randomly

into its three RGB components. The pixels of the ireage
component are copied to the inpbitof the first of the three

created when the network is built and does not ghannetworks—the red network—and all neurons’ outpuésset

afterwards; furthermore, although random, it issame for all
neurons.

WNN synapses can only get a single bit from thevaek
input, @. Thus, in order to allow our WNN to deal with
images, in which a pixel may assume a range oEwifft
values, we useninchinton cells [38]. In the proposed WNN
architecture, each neuron’s synapsg,forms a minchinton
cell with the nextwi., (W forms a minchinton cell with,).
The type of the minchinton cell we have used retdrfone) if
the synapsey of the cell is connected to an input elemen,
whose value is larger than the value of the elegrib which
the synapsev., is connected, i.egy, > ¢, oOtherwise, it
returns zero (see the synapsgsandw, of the neurom, ; of
Figure 7).

The input traffic sign imagek, of £ x n pixels (Figure 8(a)),
are transformed before being copied @ They are first
equalized by the Contrast-Limited Adaptive Histagra
Equalization (CLAHE) [39] for improving the conttd&igure
8(b)). They are also cropped to keep only the regfanterest
(traffic sign region) using the GTSRB ground trbibunding
box (Figure 8(c)). Following, they are translatedtty and
bring the region of interest’s center closer toitiput image’s
center (Figure 8(d)). The distance (in pixels) Hdirection
(right, left, up, or down) of the translation aréosen
randomly. After that, they are scaled to fit iltdFigure 8(e))
and filtered by a Gaussian filter to smooth outfacts
produced by the transformations (Figure 8(f)). Fynaeach
transformed (color) image is split into its threeGR
components, which yields three separate grayscaéges
representing the red (Figure 8(g)), green (Figdng)&nd blue
color channels (Figure 8(i))We use a separate neural
network for each color channel. This RGB image
decomposition helps the system discriminate traffign
classes of different colors.

Even after cropping the input traffic sign imageing the
ground truth bounding box, they still present paftthe
background scene (Figure 8(c)). This impacts negigtithe
WNN performance because the neurons’ synapses ciaahe
to the background
information, which could generate ambiguous cléassibn
results. To minimize this effect, we assigned wesigb the
neurons’ output. Higher weights are attributedhi® dutput of
neurons monitoring regions near the image centatewower
ones are assigned to the output of nheurons mamifoeigions
near the image borders, since background regiquisatiy
appear on image corners. The weights of neurorngubun
each row of the array ofm x n neurons,N, follow a

one-dimensional Normal distribution with varianog, and

meanm/2, whereg, is a parameter of the architecture. Th
same weight is attributed to all neurons’ outputhia same

regions would collect non-rel¢van

to the value of the label (class identifier) asated with the
image. All neurons are then trained to output thiel with

this input image. This procedure is repeated fergieen and
blue networks and, likewise, for all traffic sigmages in the
training dataset.

Figure 8: Traffic sign image and its preprocessing(a)
Original image; (b) equalized image; (c) cropped irage;
(d) translated image; (e) scaled image; (f) filtere image;
and image split into its three RGB components: (gjed,

(h) green and (i) blue color channels.

&igure 9: Distribution of the weights of neurons’ aitput in

N.

column ofN. Figure 9 shows the distribution of weights of the

neurons’ output i, where colors varying from black to white
correspond to increasing weights.

During training, the input traffic sign image isuisformed,
i.e., equalized, cropped, translated, scaled rditteand split

During testing, the input traffic sign image is als
transformed and split into its three RGB componesntsl the
pixels of the red image component are copied tanhet @ of
the red network. All neurons’ outputs are then coteg. After
that, the number of votes to each label is caledlas the sum
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of the weights associated with the neurons outpmitthat
label, and the labels are ranked by the numbereaifwed
votes. The degree of belief of the system that (tbe
component of) the input image belongs to the didesstified
by the first ranked label is estimated by the redatlifference
between the number of votes received by the firdtsecond
ranked labels, i.e., the difference between thebmurof votes
received by the first and second ranked labelsidiiby the
number of votes received by the first ranked lafAdiis
procedure is repeated in the green and blue neswdrke
system’s output is given by the label with the &stgdegree of
belief among the three top ranked labels for tide geeen and
blue components of the input image.

V. Experimental Evaluation

A. Experimental Methodology

1) Dataset

To evaluate the performance of our approachesrddfict
sign recognition based on WNN, we used the Germaffid
Sign Recognition Benchmark
(http://benchmark.ini.rub.de) [3, 4]. The GTSRB sists of
51,839 images of German traffic signs classifietb iA3
classes. These images contain a border of aboutat6etd
the actual traffic sign (at least 5 pixels) and titadfic sign is
not necessarily centered within the image; a maexipe
ground truth bounding box of the traffic sign isrtpaf the
provided annotations. Image sizes vary between 35
250x%250 pixels. The GTSRB is divided into a tragnitataset,
which contains 39,209 images, and a test datagét1®,630
images. Figure 10 shows representatives of theadfictsign
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parameter search space); @gqual to 1, 3, 5, 7 and 9; (@)
equal to 2, 4, 6, 8, and 10; and (wj)equal to 2, 2.5, and 3.

3) WISARD Traffic Sgn Recognition System Tuning

Figure 11 presents the results of the experimeatsasried
out to tune the parameters of our WiSARD WNN. le th
graphs of Figure 11, the x-axis is the nhumber afroes and
the y-axis is the recognition rate; please not¢ tiha y-axis
scale changes from one graph to another for better
visualization. In the legends of the graphs, thst fnumber
denotes the number of synapses, the seeaihé thirda, and
the fourth g,

As Figure 11(a) shows, the performance of our WiBAR
system improves as the number of neurons increthse;
performance also improves with the number of syesper
neuron, but reaches a plateau at about 128 synajageslly,
with 128 synapses or more, even with a very latieount of
neurons (5 x 3) the performance is very high (al86@b). As
we are interested in finding a set of parametesahows the
highest performance but with a reasonable sizetitaoture,
we selected 256 as the number of synapses foollbaing (a

(GTSRB)higher number of synapses would not improve the

performance).

The graph of Figure 11(b) shows the impact of thadard
deviation, o, of the two-dimensional Normal distribution
followed by the synaptic interconnection pattern thg
neurons, on the performance of our WiSARD system. As
the graph shows, the system’s performance incresites,
reaching a plateau at about 5; the highest perfocenas
achieved withr equal to 7. Figure 11(c) shows the impact of
the concentration factoa, of the log-polar function that maps
@ onto N, on the WISARD system’s performance. As the

classes, which were selected randomly from the GSRraph in Figure 11(c) shows, in the range of vakesmined,

training dataset.

2) Parameters Search Space

For tuning the parameters of our approaches féfictigign
recognition based on WNN, we generated a trainirgset
and a validation subset, composed respectivelgofahd 430
images randomly selected from the GRSRB trainingsi.
We trained the networks with the images of thentraj subset
and evaluated their performance in terms of thegeition
rate (i.e., the percentage of correctly recognizetfic sign

images) on the validation subset, while varying irthe

parameters.

The WNN architecture used in both approaches wdiest
has six parameters (Section 1V.C): (i) the numtferenrons,
mx n; (ii) the number of synapses per neur@¥; (iii) the size
of the network inputy xv; (iv) the standard deviatios, of the
two-dimensional Normal distribution followed by thgnaptic
interconnection pattern of the neuron€); (v) the
concentration factorg, of the log-polar function that mags
onto N; and (vi) the standard deviations,, of the
one-dimensional Normal distribution followed by theights
of the neurons’ output.

We tested our WNN approaches with: (i) number
neurons equalto 5 x 3,9 x5, 18 x 10, 34 x 18 2Y and 68
x 36; (i) number of synapses per neuron equa) 16832, 64,
128 and 256; (iii) size of the network input eqt@l70 x 70
(we did not vary the size of the network input ¢éaluce the

this parameter does not affect the system’s pedoom much
(note the y-axis scale). We selecteaqual to 4. Finally, in
Figure 11(d), we present the impact of the standaxdation,
ow, Of the one-dimensional Normal distribution follegv by
the weights of the neurons’ output on the WiSARBtss's
performance. Again, this parameter does not aftbet
performance much; we selegf, equal to 2.5. The highest
performance achieved with the WiSARD system wa$3®,
withmxn=18x 10, W = 256,06 = 7,a = 4 ands,, = 2.5.

4) VG-RAM WNN Traffic Sign Recognition System

Tuning

Figure 12 presents the results of the experimeatsasried
out to tune the parameters of our VG-RAM WNN systéhe
graphs of Figure 12(a-d) are equivalent to thoséigtire
11(a-d) and allow examining the effect of the wvasio
parameters of our neural architecture on the VG-RAMN
system’s performance.

As the graphs of Figure 12(a-d) show, an in a viajlar to
the WIiSARD system, the performance of the VG-RAM WN
increases with the number of neurons, the numbsyrepses,
ando, and it is not much affected hyanda,. The highest

agperformance achieved with the VG-RAM WNN system was

99.53%, withmxn=51x 27, W =64,0=7,a=2 ands,, =
2.5. Again, it is important to note that a much Bena
architecture h x n = 5 x 3) can achieve a very good
performance (about 97%, see Figure 12(d)).



How to Format Your Paper for INIC

Figure 10: Representatives of the 43 traffic signlasses in the GTSRB.
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Figure 11: Parameter tuning of our WiSARD WNN.
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Figure 12: Parameter tuning of our VG-RAM WNN.
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B. Experimental Results

For evaluating the performance of our approachéstfic
sign recognition based on WNN, we set their pararsetith
the tuned values (WiSARD: 18 x 10 neurons, 256 gyes, o
=7,a=4, andg, = 2.5; VG-RAM: 51 x 27 neurons, 64 1]
synapses,o =7, a = 2, andg,, = 2.5), trained them with the
images in the GTSRB training dataset, and evaluttea
performance in terms of recognition rate on the BBSest
dataset. We submitted the results of both the WiSAdRd 2]
VG-RAM WNN to the GTSRB website on March 20th 2013.
Our WiSARD WNN was ranked ninth in the GTSRB with a
recognition rate of 94.74%, while our VG-RAM WNN
achieved a higher performance, being ranked fifththe 3]
GTSRB with a recognition rate of 98.42%. It is imjamt to
note that the third and fourth places were humassdiers.
Figure 13 show the results of these submissionstHer
WIiSARD and VG-RAM WNN systems.

[4]
I T T

[5]

[19] wgy@HIT501 2-stage HOG+SVM

[3] IDSIA Committee of CNNs
[8] INI-RTCV Human (best individual)

[1] INI-RTCV Human Performance

[4] sermanet Multi-Scale CNNs

[6]

[2] cAOR Random Forests

[E——
|
fo] eRTCY LA o1 HOG 2 [ g
[30] LCAD(UFES) WiSARD WNN ﬂ
[7]

Figure 13: Result of the submission of our WiSARD iad

VG-RAM WNN's results to GTSRB on March 20th 2013. [8]

VI. Conclusions and Future Work

In this paper, we present two biologically inspirec{Q]
approaches to traffic sign recognition based on WNhe
using VG-RAM neurons and the other using WiSARD
neurons. We evaluated the performance of both aghes on
the German Traffic Sign Recognition Benchmark (GB%R
Our system based on VG-RAM neurons outperformeatige [10]
based on WIiSARD neurons and was ranked fifth in the
GTSRB (the third and fourth places were human ilass)
with a recognition rate of 98.42%.

As directions for future work, we plan to evaludte
performance of our VG-RAM WNN system on traffic rssgof
Brazil's road environment, which we expect will beore
challenging, and the real time performance of btth
VG-RAM WNN system and the WiSARD system. We believeflz]
that the systems’ performances can be improvedhdurby
using Bayesian inference over several images ofsHrae
traffic sign acquired in sequence, as would beiptesm a real
time system.

[11]

[13]
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