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Abstract

and management of this information [2]—perform the
automatic recognition of individuals based on their

that uses only facial biometrics as access key. §ygtem
first detects a face in an image, then tries tooggtze the
face, and finally decides on grating or not accleased on
a belief computed during the face recognition pescéVe
use the Viola-Jones approach for face detectiomu¥i

individuals themselves become the “identificatioayk
which makes the process more transparent and tesg p
to fraud. Due to their wide application in varioageas,
such as public safety, continuous authentication on
computer networks, access control, etc., biomsgstems

Generalizing Random Access Memory Weightless NeuraRr€ gaining increasing attention from researchers i

Networks (VG-RAM WNN) for face recognition, and
Bayesian inference for access control.

We simulated the access control to a given resoiarce
a universe of 50, 100 and 200 users. For the se206f
users, the system was able to correctly authemti®at0%
of the users with a False Acceptance Rate (FARINof
0.8%; for the set of 100 users, 90.3% of the ugetls a
FAR of 1.8%; and for the set of 50 users, 93.1%s&rs
with a FAR de 4.8%.

Keywords: Access control, facial biometrics, VG-RAM
weightless neural networks, Bayesian inference

1.Introduction

The process of electronic recognition of the idgrif
individuals has become increasingly commonplaseuse
goes from the access of garages of buildings vignetic
cards to the login into banking sites via idenéfion
numbers or electronic passwords. Today, at varieusls
of transparency, individuals coexist with automatic
recognition processes in their day-to-day actisitie

According to Hong and Jain [1], traditional apprioces
for personal recognition are based on “somethiag you
know”, such as a personal identification number, or
“something that you have”, such as an identificatiard.
Unfortunately, for many applications, these methousy

academia and industry [3, 4, 5].

Among the various alternative biometric information
forms that can now be caught by input devices o$qeal
recognition systems, face images are one of thet mos
convenient. Video capture devices are non-invasive,
inexpensive, and easy to use. Moreover, the comtigu
increase of processor performance over the sevasal
decades allowed the use of more sophisticated,stpbu
reliable and fast algorithms for face detection and
recognition.

In this paper, we evaluate the feasibility of ategsfor
access control using only facial biometrics as s&dey.

In this case, access control would no longer bedan
“something that you know” or “something that yowé&g
but on the individual itself. To evaluate the fédiy of an
access control system based only on facial bioosetwe
developed a prototype of this system that operhtig
automatically, being able to detect a face in aagenand
then perform the recognition of that face, with maman
intervention. We use a well known approach propdsed
Viola and Jones [6] for face detection and Virtual
Generalizing Random Access Memory Weightless Neural
Networks (VG-RAM WNN) for face recognition [7, 8].
Lastly, we employed Bayesian inference for the sece
control decision process.

Many techniques for face recognition have been
proposed in the literature [4, 5]. However, insteddhe
access control problem, most of them have beenaymgl

not be secure enough to ensure proper personaly address: theface identification problemwhere the

recognition, because they lack the capability to
differentiate between a genuine individual andrapadstor
who fraudulently acquires the access privilege.

system always returns a face that has the mostasimi
features to the input face, even though the inpcg fis not
in the knowledge base; or tliace verification problem

Biometric systems—which include devices to capture yhere the system receives an identification nunaieng

biometric information, such as face images, iriages,
fingerprints, etc., and databases and softwarestiorage

with facial biometric data and reports whether ot it
belongs to the claimed identification number. Didiet



from the approaches presented in [4, 5], we emalfgce
recognition technique to address tteEcess control
problemusing only facial biometrics as access key; is thi
case, the system receives facial biometric datg and
reports whether or not it belongs to a user thatderess
to a particular resource or environment.

Although there are currently face based accessaiont

2.1. Face Detection

We use the well known object detection technique
proposed by Viola and Jones [6] for the task ofefac
detection. This technique uses integral images fést
feature extraction, AdaBoost [9] for classificaticend a
method for combining the classifiers in a cascadgich

systems commercially available, as far as we could@llows background regions of the images to be dyick

examine in the literature, the combination of teghas we
have employed to tackle the problem is unique, toed

results we have obtained are promising. Using our

prototype, the access control to a given resoures w
simulated for 50, 100 and 200 users. For the se206f
users, the system was able to correctly autheati@ai0%
of the users with a False Acceptance Rate (FAR)nby
0.8%; for the set of 100 users, the system was #ble
correctly authenticate 90.3% of the users with a&RF#
1.8%; and for the set of 50 users, the system cityre
authenticated 93.1% of users with a FAR of 4.8%.

This paper is organized as follows. After this
introduction, in Section 2 we present our prototgean
access control system based only on facial bionsetin
Section 3, we describe our experimental methodology
Section 4, we analyze our experimental results amd,
Section 5, we discuss them. Our conclusions follaw
Section 6.

2.Access Control Based on Facial
Biometrics

We developed a prototype of an access control syste
based only on facial biometrics. Our system opsrhtiy
automatically in three steps: (i) detection of aefan an
image; (ii) recognition of the detected face; anii) (
Bayesian inference for determining if the accessikhbe
granted. In the first step, given an arbitrary imathe
system determines whether or not there are facdhen
image and, if so, it returns the image location exiént of
each face. In the second step, given a detectey] fhe
system returns the most similar face, among thoselled
in the knowledge base, along with a matching scirat,
quantifies the similarity between the detected facé the
most similar face in the knowledge base. In thedtkiep,
given the matching score and using the Bayes’ tthle,
system computes a probability measure that indictite
degree of belief of the system in that the detedtam
belongs to an individual with granted access.

The system final decision is regulated by a thrishb
the degree of belief of the system in that the deteface
belongs to an individual with granted access is légmn
the threshold, than he/she is rejected as an impost
otherwise, he/she is accepted as an individual gridimted
access (or genuine individual for short).

In the following, we describe each of these thteps

discarded while spending more computation on priomis
face-like regions.

We have used the Viola-Jones approach to detees fac
and also the eyes within the faces. The knowledghe
eyes’ position is important for proper face recaigni
since it allows a more precise reference for theefa
recognition system to operate. We found the correct
detection of the eyes hard to obtain in some c&msause
of that, our face detection sub-system tries acdgeizes
the cases were it was not possible to correctlgadete
eyes and, in such cases, approximates their posisoa
previously computed average position.

2.2. Face Recognition

We use Virtual Generalizing Random Access Memory
Weightless Neural Networks (VG-RAM WNN) [10, 11]
for face recognition. VG-RAM WNN is an effective
machine learning technique that offers simple
implementation and fast training and test [10]pfevious
works [7, 8], we evaluated the performance of VGNRA
WNN on face recognition using well known face
databases. Our experimental results showed tha&mn ev
when training with a single face image per indigg/G-
RAM WNN are robust to various facial expressions,
occlusions and illumination conditions, showing teet
performance than many well known face recognition
techniques. This has motivated us to use VG-RAM WNN
for the face recognition step of our access comslystem.

2.2.1. VG-RAM WNN

RAM-based neural networks, also known rasuple
classifiers or weightless neural networks, do nimires
knowledge in their connections but in Random Access
Memories (RAM) inside the network’s nodes, or n&sto
These neurons operate with binary input values e
RAM as lookup tables: the synapses of each newlect
a vector of bits from the network’s inputs thatused as
the RAM address, and the value stored at this addse
the neuron’s output. Training can be made in oro¢ ahd
basically consists of storing the desired outputthe
address associated with the input vector of theamef12].

In spite of their remarkable simplicity, RAM-based
neural networks are very effective as pattern reitimm
tools, offering fast training and test, in addititm easy
implementation [10]. However, if the network inpsttoo
large, the memory size becomes prohibitive, sihcaust
be equal to 2 where n is the input size. Virtual
Generalizing RAM (VG-RAM) Weightless Neural
Networks (WNN) are RAM-based neural networks that



only require memory capacity to store the datateeldao
the training set [11]. In the neurons of these oekw, the

memory stores the input-output pairs shown during

training, instead of only the output. In the tebage, the
memory of VG-RAM WNN neurons is searched
associatively by comparing the input presented he t
network with all inputs in the input-output paimatned.

The output of each VG-RAM WNN neuron is taken from

the pair whose input is nearest to the input presenthe
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where O is a parameter of the architecture (Figure 2). This

distance function employed by VG-RAM WNN neurons is synaptic interconnection pattern mimics that obsérin

the Hamming distance. If there is more than one gdaihe

many classes of biological neurons [13], and isatee

same minimum distance from the input presented, thewhen the network is built and does not change \aétets.

neuron’s output is chosen randomly among thesas.pair

Figure 1 shows the lookup table of a VG-RAM WNN
neuron with three synapseX; (X, and Xs). This lookup
table contains three entries (input-output paimshich
were stored during the training phase (entry #1ryet2
and entry #3). During the test phase, when an impator
(input) is presented to the network, the VG-RAM WNN
test algorithm calculates the distance between itipsit
vector and each input of the input-output pairsestan the
lookup table. In the example of Figure 1 the Hangnin
distance from the input to entry #1 is two, becdusth X,
and Xz bits do not match the input vector. The distarce t
entry #2 is one, becausg is the only non-matching bit.
The distance to entry #3 is three, as the readgraasily
verify. Hence, for this input vector, the algorittewaluates
the neuron’s outputy, as class 2, since it is the output
value stored in entry #2.

Lookup Table X1 X, X3 Y
entry #1 1 1 0 label 1
entry #2 0 0 1 label 2
entry #3 0 1 0 label 3

T 1 I !
input 1 0 1 label 2

Figure 1: VG-RAM WNN neuron lookup table

2.2.2. Face Recognition with VG-RAM WNN

Our VG-RAM WNN architecture for face recognition
has a single bidimensional array of x n neurons,N,
where each neuronp;;, has a set of synapse®y =
(Wy,Ws,.. W), which are connected to the network’s
bidimensional input®, of u x v inputs (see Figure 2 and
Figure 3). The synaptic interconnection patterneath
neuron n;; follows a bidimensional Normal distribution
with variance g* centered atp, , where £4 =4 and
H=5
to whichn;; connects viaV follow the probability density
functions:

; 1.e., the coordinatdsand| of the elements ab

(©)
Figure 2: The synaptic interconnection pattern of our VG-RAM
WNN architecture for face recognition. (a) Left, input ®: in
white, the elements @, of the input ® that are connected to

neuron ny; of N via QLLU(\N). Right, neuron array N: in
white, the neuron n;; of N. (b) Left: in white, the elements ¢

of ® connected to N, , via Qm" (\N) Right: in white, the
2'2

neuron N, ,of N. (c) Left:

n in white, the elements of ®
22

connected to nyyvia ang(\N). Right: in white, the neuron

Nmn.

VG-RAM WNN synapses can only get a single bit from
the input. Thus, in order to allow our VG-RAM WNMN t
deal with images, in which a pixel may assume geaof
different values, we useninchinton cells[14]. In the
proposed VG-RAM WNN architecture, each neuron's
synapsew;, forms a minchinton cell with the nexty.;
(Ww forms a minchinton cell wittw,). The type of the
minchinton cell we have used returns 1 if the sgeagp of
the cell is connected to an input elemenj,, whose value
is larger than the value of the element to which the
synapsew.; iS connected, i.e.px, > @5 Otherwise, it
returns zero (see the synapsgsandw, of the neuromy,,
of Figure 3).

The input face imaged, of & X/ pixels (Figure 3)
must be transformed in order to fit into the netd®r
input, ®. The images are rotated, scaled, and cropped
(Figure 4) automatically in three steps: (i) thesiion of
the face in the image is found; (ii) based on theef
position, the positions of the eyes are found (FEg(b));



and (iii) based on the positions of the face aneseyhe
image is rotated, scaled and cropped to fit ibtoBefore
being copied tab, the transformed image is filtered by a
Gaussian filter to smooth out artifacts produced tly
transformations (Figure 4(c)).
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Figure 3: Schematic diagram of our VG-RAM WNN

architecture for face recognition

(b)

Figure 4: Face image and its preprocessing. (a) Original
image; (b) positions of the face and eyes in the image; and (c)
rotated, scaled, cropped and filtered image.

(©

During training, the face imagk of a personp is
transformed and filtered, its pixels are copiedhe VG-
RAM WNN's input ®, and all fy neurons’ outputs are set
to the value of the labg) O L={l, ,... I} associated with
the face of the persop (|L| is equal to the number of
known persons). All neurons are then trained t@uuthis
label with this input image. This procedure is repd for
all imagesl, of the persorp and, likewise, for all persons
in the training dataset. During testing, each fatagel, is
also transformed, filtered, and copied to the VGMRA
WNN'’s input ®. Then, all neurons’ outputs are computed
and the number of neurons outputting each I§pEl L={
l1,... Iy} is counted. The network output is given by the
labell, with the largest count along with the percentage o
neurons that presentdgas output for the face imadg
This percentage is a matching sccbre,y,lp), which

quantifies the similarity between the face imagand the
most similar one in the knowledge base that isxedeby
the labell,.

2.3. Access Control

We employed Bayesian inference for addressing the
problem of access control. Given a face imageour
access control system maps the matching score
f(1,.,1,)—that quantifies the similarity between the face

image |, and the most similar image in the knowledge
base, indexed by labkl(Section 2.2.2)—into a probability
measure, which indicates the degree of belief @fststem

in that the face imagk belongs to a genuine individual.
The system final decision is regulated by a thristior

the probability measure: if the probability meastise
smaller than the threshold, the user associatdudthé face
imagel, is rejected as an impostor; otherwise, the user is
accepted as a genuine individual. The value of the
threshold can either be specified by the systemabpeor
automatically tuned using a validation dataset énpart of

the training dataset or the test dataset [15]vdrying the
value of the threshold until the performance of #teess
control system is optimized on the validation deta$he
probability measure is computed using the Bayele as
described in the following.

The probability measure of interesp(AB), is
computed as the probability that a given face image
belongs to a genuine individuap(f)), given that the
neural network returned a matching score(l,,l ),

within an intervalb; O B={by, ..., bg} (p(B)). The random
variableA may take two values: 1, if the given face image
I« belongs to a genuine individual; or 0, if the giviace
imagel, belongs to an impostor. The random variaBle
may take a continuous value within one of the wdés of
B:{ b1 ,b|B|}.

The probability p(A|B) can be computed using the
Bayes' rule, i.e.:

P(BIA)* p(A)
p(B)

The probabilityp(A) can be estimated as the percentage
of genuine individuals in theraining and validation
datasets. The probabilityp(B) can be estimated as the
percentage of times the neural network outputs tahiray
score within each interval &={b,, ..., bg} for images in
thevalidation dataset. Finally, the probabilityp(BJA) can
be estimated (using thevalidation dataset) as the
percentage of matching scores within each intebydl
B={by, ..., b}, given that the network returned genuine
individuals.

p(A|B) =




3.Experimental M ethodology 3.1.2. CA2 Dataset

To obtain CA2, we partitioned the full dataset ifsto
To evaluate our access control system we havethsed subsets of 200 individuals (the last subset hay a8l
Color Face Recognition Technology (FERET) databaseindividuals). The first of these subsets was gdartéd into
(http://face.nist.gov/colorferet). For that, weidied it into training and validation subsets—the training subset
several datasets and used them to train, validedetest  comprises théa images of the first 100 individuals, while
the performance of our system according to widedgdu  the validation subset comprises theimages of all 200

biometric performance metrics. individuals. Each of the remaining 4 subsets was
partitioned into training and test subsets—the nirgj
3.1. Datasets subset comprises ttia images of the first 100 individuals,

. and the test subset comprises theimages of all 200
The Color FERET database contains a total of 11,338;44ividuals of the subset (191 in the last subset).

face images with 512 by 768 pixels. They were ctdd
by photographing 994 individuals at various angiesr 3.1.3. CA3 Dataset
the course of 15 sessions between the years of 4883 To obtain CA3, we partitioned the full dataset iro

1996. Among 13 different poses available in thellase g ,qets: the first with 400 individuals and theosetcwith
(frontal face and head turned from 15 to 75 degrig#® 591 jndividuals. The first of these 2 subsets vartitipned
and left), we considered 2 frontal face images 81 9 jq5 training and validation subsets—the trainingset

individuals: the regular frontal face image, narf@th the ., rises théa images of the first 200 individuals, while
database, and the alternative frontal face imémeiaken o \alidation subset comprises theimages of all 400

shortly after the correspondirfg image. Figure 5 shows jniiquals. The second was partitioned into tragnand
the regular frontal face imagda, and the altemative yoqt gypsets—the training subset comprisestatiages
frontal face imagefb, of one individual of the Color e first 200 individuals and the test subsenposes
FERET database. thefb images of all remaining individuals in the subset.

3.2. Metrics

We evaluated the performance of our access control
system according to two standard metrics for bioimet
recognition systems [16]:

» False Acceptance Rate (FAR), which is defined as
the probability of an impostor being accepted as a
genuine individual. It can be estimated as theorati
between the number of false positives and the total
number of negatives (true negatives plus false

positives).
Figure 5: Regular frontal face image, fa, and alternative frontal ' False R.e]eCt Rate (F.RR).’ V\(h.ICh IS d(.aﬂned.as the
face image, fb, of one individual of the Color FERET database probabl_hty of a genuine 'ndN'd_ual being reJeCted_
) ) ) as an impostor. It can be estimated as the ratio
We derived three datasets using the frontal faceges between the number of false negatives and the total
fa and fb of 991 individuals of the FERET database, number of positives (true positives plus false
namely CAl, CA2, e CA3. negatives).

3.1.1. CAl Dataset
There is a tradeoff between FAR and FRR. A larger

To obtain CA1, we partitioned the full datasket §ndfb FAR leads to a smaller FRR, while a larger FRR setada
of 991 individuals of the FERET database) into @Bsets  gmaller FAR. In fact, both FAR and FRR are functiai
of 100 individuals (the last subset has only 91viddials).  the system threshold On the one hand, ffis decreased to
The first of these subsets was further partitioreid make the system more tolerant, then FAR increases (
training and validation subsets—the training subsetFrRR decreases); on the other handt i§ increased to
comprises thda images of the first 50 individuals, while  make the system more secure, then FRR increasés (an
the validation subset comprises tfieimages of all 100  FAR decreases). The tradeoff between FAR and FRR is
individuals. Each of the remaining 9 subsets wasgyally depicted in a receiver operating charastieri

partitioned into training and test subsets—the ningj (ROC) curve, which is a plot of FAR against (1 -ABRor
subset comprises tha images of the first 50 individuals, yarious threshold values.

and the test subset comprises theimages of all 100
individuals of the subset (91 in the last subset).



4. Experimental Results

In this section, we present the experiments emplage
evaluate experimentally the performance of our s&ce
control system with 50, 100 and 200 users. To hasé
experiments, we used the Viola-Jones implementdtiah
is part of the OpenCV library
(http://sourceforge.net/projects/opencvlibrary/) dan
publicly available training datasets for face angese
detection. We have set the parameters of our VG-RAM
WNN to the best values obtained in previous wo8{s [

In order to use our system, its is necessary tnatd
the values of the terms of the Bayes’ ryp4), p(B) and
p(BJA)), and to select a threshold fp¢AB) (see Section
2.3). To estimate the values of the terms of thgeBarule
and to select a threshold fp(AB) for the case of 50
users, we used the training and validation subskthe
first subset of the CA1 dataset.

In the first subset of the CAl dataset, the nunufer
users (genuine individuals) is equal to the sizetraf
training subset: 50 individuals; while the numbé&mon-
users (impostors) is equal to the size of the waéilich set
minus the number of users: 100 - 50 = 50 individual
Thereforep(A) (the probability that a given face imagsg,
belongs to a genuine individual) is equal to 0.Be(t
number of users divided by the total number
individuals: 50/100).

To obtain an estimate gf(B) with the first subset of
CALl, we train the network with its training set,aexine
the network output with the validation set, and poie the
percentage of times the neural network outputs tahirey
score within each interval &={b,, ..., bjg}.

To estimatep(B|A), we compute the percentage of
matching scores within each intenwl0 B={b,, ..., bg}
for which the network returned genuine individuals.

To select a threshold fqu(AB), we varied its value,
plotted a ROC curve and chose a threshold thatsgive
acceptable values of FAR and FRR. The graph inrEigu
shows the ROC curve of the first subset of CA1 tfoe
threshold values shown in Table 1.
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Figure 6: ROC curve of the first subset of CA1

0.14 0.28

As the graph in Figure 6 shows, our system careaehi
a FAR equal to 0% with a FRR of 6% ((1 - FRR) =4).9
for a threshold of 0.70 (see first data line of [éab). For a
threshold of 0.50, our system can achieve a FARaletgu

2% with a FRR of 2% (a rather small Equal ErroreRat
EER).

Table 1: Effect of threshold on FAR and (1 - FRR)

Threshold FAR  (1- FRR)
0.70 0.00 0.94
0.50 0.02 0.98
0.35 0.06 0.98
0.25 0.14 0.98
0.09 0.28 1.00

Figure 7 presents the results in Table 1 in graphnf
(Figure 7(a)), together with equivalent results foA2
((Figure 7(b)) and CA3 (Figure 7(c)). As the grapifs
Figure 7 show, with 50 users, our system presentERR
of ~2%, with 100 users an ERR of ~9%, and with 200
users an ERR of ~9% as well.
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Figure 7: FAR and FRR of the first subset of CAl (a), CA2 (b)
and CA3 (c).

0.08 060 075

Table 2 presents the performance of our systerddor
100, and 200 users obtained summarizing the pediocm
derived from the 9 pairs of training and test stdbs#
CA1l, the 4 pairs of training and test subsets o2 Cand
the training and test subset of CA3. In order ttambthe
results of Table 2, we run experiments with thedadion
sets of CA1, CA2 and CAS3 to try and find the thddl
that favor better (smaller) FAR. In most cases ofeas
control, this is the case, i.e., one prefers a leméhlse
acceptance rate even if it increases the falsetiejerate
(or decreases (1 - FRR)).

Table 2: Performance of the access control system for CA1,

CA2 and CA3
Data Set Threshold FAR (1-FRR)
CAl 0.50 0.048 0.931
CA2 0.25 0.018 0.903
CA3 0.33 0.008 0.930

As Table 2 shows, with 50 users, the system cdyrect
authenticated 93.1% of users with a FAR of 4.8%thwi
100 users, the system was able to correctly altatat



90.3% of the users with a FAR of 1.8%. Finally, w00
users, the system was able to correctly autheat@at0%
of the users with a FAR of only 0.8%.

FAPES-Brasil (grant 48511579/2009) for their supgor
this research work.
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