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Abstract However, this equivalence only holds if thecategories are
stochastically independent, that is, the association atfta ¢
In multi-label text databases one or more labels, or cat- egoryc; to a document is independent of the association of
egories, can be assigned to a single document. In manyanother category;,;, to the same document; however, this is
such databases there can be correlation on the assignmenfrequently not the case. Multi-label categorization syste
of subsets of the set of categories. This can be exploitedcan take advantage of the correlation between categories in
to improve machine learning techniques devoted to multi- order to improve their performance.

label text categorization. In this paper, we examine a Vir-  vjrtyal Generalizing Random Access Memory Weight-
tual Generalizing Random Access Memory Weightless Neujess Neural Networks (VG-RAM WNN for short) is an ef-
ral Network (VG-RAM WNN for short) architecture that fective machine learning technique which offers simple im-
takes advantage of the correlation between categories toplementation and fast training and test [2, 10]. In this pape
improve text-categorization performance. We compare theyye present a new VG-RAM WNN architecture that exploits
performance of this architecture, that we named Data Cor- the correlation between categories. We named this archi-
related VG-RAM WNN (VG-RAM WNN-COR), with that of tecture Data Correlated VG-RAM WNN (VG-RAM WNN-
standard VG-RAM WNN using four multi-label categoriza- cOR, for short). Different from standard VG-RAM WNN’s
tion performance metrics: one-error, ranking |OSS, aver- neurons, which can On|y assign a Sing'e Category to a docu-

age precision and hamming loss. Our experimental results ment, in VG-RAM WNN-COR each neuron can assign one
show that VG-RAM WNN-COR has an overall better per- or more categories to a document simultaneously.

formance than VG-RAM WNN for the set of metrics consid-

ered Several techniques for multi-label categorization have

been proposed, such as multi-label decision trees [5], ker-
nel methods [8, 3] or neural networks [12, 17], and
many of them specifically for multi-label text categoriza-
1. Introduction tion [14, 16, 9, 12, 17]. In a previous work [6], we com-
pared the VG-RAM WNN performance with that of the

Most works on text categorization in the literature are Multi-label lazy learning technique (ML-KNN) proposed
focused on single-label text categorization problems,rwhe bY Zhang and Zhou [18]. Their technique achieved higher
each document may only have a single label [15]. How- performance than many well-established algorithms in sev-
ever, in real-world problems, multi-label categorizatisn ~ €ral multi-label problems [18]; however, our experiments
frequently necessary [14, 8, 5, 16, 3, 9, 12, 17, 18]. From aShOWGd that VG-RAM WNN outperforms ML-KNN in a
theoretical point of view, single-label categorizatiomisre ~ humber of multi-label text categorization metrics.
general than multi-label, since an algorithm for singleela We evaluate the performance of VG-RAM WNN-COR
categorization can also be used for multi-label categeriza on the categorization of companies according to their eco-
tion: one needs only to transform the multi-label catego- nomic activities. The automation of the categorization of
rization problem inta» independent single-label problems, companies according to their economic activities desdribe
wheren is the number of possible labels, or categories [15]. in free text format is a huge challenge for the Brazilian gov-



ernmental administration in the present day. So far, tsista 3. VG-RAM WNN and VG-RAM WNN-COR
has been carried out by humans, not all of them properly
trained for the jOb In our evaluation of VG-RAM WNN- RAM-based neural networks [1], also known as We|ght-
COR, we use four multi-label categorization performance |ess neural networks (WNN), do not store knowledge in
metrics: one-error, ranking loss, average precision anétha  their connections but in Random Access Memories (RAM)
ming loss. Our experimental evaluation shows that VG- jnside the network’s nodes, or neurons. In spite of their
RAM WNN-COR outperforms VG-RAM WNN, showing  remarkable simplicity, WNN are very effective as pattern
better performance in three out of four evaluation metrics recognition tools, offering fast training and test, andyeas
(two-tailed paired t-test dt% significance level). implementation [2]. However, if the network input is too
This paper is organized as follows. Section 2 presents|arge, the memory size of the neurons of WNN becomes
the multi-label text categorization problem and Section 3 prohibitive, since it must be equal &, wheren is the in-
our VG-RAM WNN and VG-RAM WNN-COR categoriz-  put size. Virtual Generalizing RAM (VG-RAM) networks
ers. Section 4 presents our experimental methodology ancare RAM-based neural networks that only require memory
analyzes our experimental results. Our conclusions follow capacity to store the data related to the training set [10].
in Section 5.

3.1. VG-RAM WNN Neurons
2. Multi-L abel Text Categorization _ _
VG-RAM WNN neurons store the input-output pairs
seen during training, instead of only the output. In the test
Text categorization may be defined as the task of assignphase, the memory of VG-RAM neurons is searched asso-
ing categories (or labels), from a predefined set of cate-ciatively by comparing the input presented to the network
gories, to documents [15]. In multi-label text categoriza- with all inputs in the input-output pairs learned. The ottpu
tion, one or more categories may be assigned to a documenipf each VG-RAM neuron is taken from the pair whose in-
Let D be the domain of documents,= {ci,...,c|} put is nearest to the input presented—the distance function
a set of pre-defined categories, @ad= {di,...,d|o} an employed by VG-RAM neurons is the hamming distance.
initial corpus of documents previously categorized manu- If there is more than one pair at the same minimum distance
ally by a domain expert into subsets of categorie§.ofn from the input presented, the neuron’s output is chosen ran-

multi-label learning, the training(-and-validation) §8t = domly among these pairs.

{di,...,diry|} is composed of a number documents, each

associated with a subset of categorieCof TV is used lookup table | X; | X | X5 Y

to train and validate (actually, to tune eventual paranseter entry #1 1 1L | 0 | categoryl
of) a categorization system that associates the apprepriat zﬁg: Zi :; ‘f (1) tjtz'fgi:f
combination of categories to the characteristics of each do ' P S T
ument in theT'V. The test sef'e = {leVH-la ce dm|}, input 1 0 1 | category 2
on the other hand, consists of documents for which the cat-

egories are unknown to the categorization system. After Figure 1. VG-RAM WNN lookup table.

being (tunned and) trained wiffiV’, the categorization sys-
tem is used to predict the set of categories of each document  Figure 1 shows the lookup table of a VG-RAM neuron

in Te. with three synapsesX(;, X, and X3). This lookup ta-
A multi-label categorization system typically imple- ble contains three entries (input-output pairs), whichever
ments a real-valued functiofi : D x C — R that re-  stored during the training phase (enti, entry #2 and

turns a value for each paitl;, ¢;) € D x C that, roughly  entry+3). During the test phase, when an input vector (in-
speaking, represents the evidence for the fact that the tesput) is presented to the network, the VG-RAM test algo-
documentd; should be categorized under the categaty  rithm computes the distance between this input vector and
The real-valued functiory(.,.) can be transformed into  each input of the input-output pairs stored in the lookup ta-
a ranking function-(.,.), which is a one-to-one mapping ble. In the example of Figure 1, the hamming distance from
onto{1,2,...,[C|}, such thatiff (d;, cx) > f(d;,c;), then  the input to entry#1 is two, because boti» and X3 bits
r(dj, cr) < r(dj, cr). do not match the input vector. The distance to et/is

If C; is the set of pertinent categories for the test docu- one, becausg; is the only non-matching bit. The distance
mentd;, then a successful categorization system will tend to to entry#3 is three, as the reader may easily verify. Hence,
rank categories ig'; higher than those notifi;. Those cat-  for this input vector, the algorithm evaluates the neuron’s
egories; that rank above a threshotd(i.e.,c;| f(d;, ¢;) > output,Y’, as category, since it is the output value stored
7;) are then assigned to the test documgnt in entry #2.



3.2. VG-RAM WNN-COR Neurons

While in VG-RAM WNN each neuron is trained to out-
put a single category for each input vector, in VG-RAM
WNN-COR each neuron may be trained to output a set of
categories for each input vector.

Figure 2 illustrates the lookup table of a VG-RAM
WNN-COR neuron with three synapsek( X2 and X3)
and three entries (input-output pairs) stored during thietr
ing phase (entry#1, entry #2 and entry#3). Similar to
VG-RAM WNN, when an input vector is presented to the
network in the test phase, the VG-RAM WNN COR test

algorithm computes the distance between this input vector

and each input of the input-output pairs in the lookup table.
In the example of Figure 2, the hamming distance from the
input to entries#1, #2, and#3 is two, one, and three, re-
spectively. As the input of ente£2 is the nearest to the net-
work input, the output of the VG-RAM WNN COR neuron
is given by categoriesand3, i.e. the value ol represents
both categories], and3.

lookup table X, X, X3 Y
entry #1 1 1 0 | category 2
entry #2 0 0 1 ] category 1.3
entry #3 0 1 0 | category 1,2.3
i I i !
input 1 0 1 category 1, 3 ‘

Figure 2. VG-RAM WNN-COR lookup table.

3.3. Text Categorization with VG-RAM
WNN and VG-RAM WNN-COR

To categorize text documents using VG-RAM WNN,
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Figure 3. VG-RAM WNN and VG-RAM WNN-
COR text categorization setup.

{o1,..., 00/} to one of the categories of the document. All
neurons of the VG-RAM WNN are then trained to output
this category with this input vector. The training for this
input vector is repeated for each category associated with
the corresponding document. During test, for each test doc-
ument, the inputs are connected to the corresponding vec-
tor and the number of neurons outputting each category is
counted. The network’s output is computed by dividing the
count of each category by the number of neurons of the net-
work. This output is organized as a vector whose size is
equal to the number of categories. The value of each vec-
tor element varies frorfi to 1 and represents the percentage
of neurons which presented the corresponding category as
output (the sum of the values of all elements of this vector
is always equal td). This way, the output of the network
implements the functiorf(., .), defined in Section 2.

To categorize text documents using VG-RAM WNN-
COR we use the same setup of the VG-RAM WNN illus-

we represent a document as a multidimensional vectortrated in Figure 3. In the training phase, for each document

V = {vi,...,vv|}, where each elemeny; corresponds

to a weight associated to a specific term in the vocabu-

lary of interest (see Section 4.2). We use single layer VG-
RAM WNN (Figure 3) whose neurons’ synapsés =
{x1,..., 7 x|} are randomly connected to the network’s in-
put N = {ni,...,nn|}, which has the same size of the
vectors representing the documents, i.&7| = |V|. Note
that| X| < |V| (our experiments have shown that| < |V|
provides better performance). Each neuron’s synapse
forms a minchinton cell with the next;; 1 (z|x| forms
a minchinton cell withz;) [11]. The type of the minchin-
ton cell we have used returisf the synapse:; of the cell
is connected to an input element whose value is larger
than that of the element; to which the synapse;.; is
connected (i.en; > ny); otherwise, it returns zero.

During training, for each document in the training
set, the corresponding vectdf is connected to the VG-
RAM WNN's input N and the neurons’ output® =

in the training set, the corresponding vectors connected

to the input of the VG-RAM WNN CORJV, and the out-

put of its neurons(, to the set of categories assigned to
the document. Each neuron of the VG-RAM WNN-COR is
trained to output this set with this input vector. During the
test phase, for each test document, the correspondingrvecto
V' is connected to the input of the network, The func-

tion f(.,.) is computed by dividing the number of votes for
each category by the total number of categories outputted
by the network. The number of votes for each category is
obtained by counting their occurrences in all sets outdutte
by the network.

4. Experimental Evaluation

The following subsections present the details of our ex-
perimental evaluation of VG-RAM WNN-COR.



4.1. Data Set 4.3. Evaluation Metrics

We have used four multi-label evaluation metrics pro-

The classification of companies according to their eco- posed in [13, 14] for examining the classification perfor-
nomic activities is an important step of the process of mance of VG-RAM WNN-COR, namelgne-error, rank-
obtaining information for statistical analysis of the eeon ing loss average precisionandhamming lossThe metrics
omy within a city, state or country. In Brazil, all eco- one-error, ranking loss, and average precision evaluate th
nomic activities recognized by law are cataloged in a table whole ranking derived from the real-valued functipf, .),
called “Classifica¢io Nacional de Atividades Ecomicas  while hamming loss evaluates the exact set of categories
(CNAE) (National Classification of Economic Activi-  predicted for the test documetit. We present each of these
ties) [4]. Government officials must find the semantic cor- metrics below.
respondence between textual descriptions of economic ac- ]
tivities of companies and one or more entries of the CNAE One-error (one-error ;) evaluates if the top ranked cate-
table for each new company or any that changes its set of ~ 90OrY is present in the set of pertinent categofigsof

economic activities. the test document;:

To compare the performance of VG-RAM WNN-COR [ 0 if[arg max..f(dj,c)] € C;
with that of VG-RAM WNN on the categorization of eco- one-errof = { 1 otherwise.
nomic activities, we used a data set composessi tex- Q)
tual descriptions of economic activities of companies-cate where [arg max.. f(d;, ¢)] returns the top ranked cat-
gorized into a subset df64 CNAE categories. The cate- egory for the test documer.

gorization of each company in this data set were performed ) _

by Brazilian government officials trained in this task. This RankingLoss(rloss;) evaluates the fraction of category
data set also contains the official brief description of each ~ Pairs{cx, ), for which ¢, € € ande; € Cj, that
one of thel 183 CNAE categories existing today. We parti- are reversely ordered for the test document

tioned the whole set of economic activities descriptiomns in ew )| f(di,en) < Fdj, e
ten subsets df28 documents (the last one ha2b) in order rloss; = (e, el (é’_H’gf (d;; ) )
to perform ten-fold cross validation experiments. T

To tune VG-RAM WNN and VG-RAM WNN-COR pa- where(ci, ;) € C;xC}, andC; is the complementary

rameters (number of neurons and number of synapses per  setofC;inC.
neuron) we used nine of the ten sets of documents men-
tioned above. We divided it again into 10 subsets and use
the first nine for training and the last one for tuning the net-
works.

ver age Precision (average-precision;) evaluates the av-
erage of precisions computed after truncating the rank-
ing of categories after each categefye C; in turn:

1G5

avgpreg = L Zprecisionj(Rjk) (3)
4.2. Data Preprocessing (& o1
where R;;, is the set of ranked categories that goes
from the top ranked category until a ranking posi-
tion £ where there is a category, € C; for d;,
andprecision;(R;) is the number of pertinent cat-
egories inR;;, divided by |R;x|. If there is a cate-
goryc; € C; at the positiork and f(d;,c;) = 0 then
precision;(R;i) = 0.

We removed a set of stop words and stemmed the re-
sulting words of the data set following the procedure for
Brazilian Portuguese developed by Dias [7]. This removes
stop words such as articles, preposition, pronouns, &td., a
stems the remaining words removing Portuguese gender,
plurals, augmentative, diminutive, etc., producing the vo

cabulary of interest. Hamming Loss (hloss;) evaluates how many times the
After that, each document in the data set was trans- test documentl; is misclassified, i.e., a category not

formed into the multidimensional vector of weighis, = belonging to the document is predicted or a category

{v1,..., v}, where|V| is the number of terms that oc- pertinent to the document is not predicted:

curs at least once in the current training set. Each element 1

v; corresponds to the weight associated to each viaf hloss = m|PjACj| 4)

the vocabulary of interest present in the document. This
weight is computed according to the standard normalized whereP; is the set of categories predicted for the test
tfidf weighting function [15]. documenti;, |C| is the number of categories, afdis



the symmetric difference between the set of predicted 1 ‘ ; ‘ :
Number of synapses=256——

categories?; and the set of pertinent categori@s for Number of synapses=512
) 0.8 Number of synapses=1024-»- -
the test document;. Number of synapses=2048-=

0.6

In this paper, instead of deriving the set of predicted
categories for each test documéntvia a threshold;
for each category;, such that; is predicted tal; only

One error

if f(dj,c:;) > 7, we derived the predicted set fdy 0.2 —— T M R 1
by truncating the ranking of categories in the position
k = |Cj|. In this way, we evaluate the performance 08 88  8x16 16616 16x32 32x32

of categorizers under a perfect thresholding policy, by
which the cardinality of the predicted set of categories
is equal to the cardinality of the pertinent set.

Number of neurons
(a) VG-RAM WNN

For p test documents, the overall performance is ob- MBZI 8¥§§EZE§S§§§?§_
tlained by averaging each metric, that is one-errer 08 Ny of oy aoae e |
= g.’:lone-erro;, rloss = % ?:1 rloss;, avgprec = § o6l
» 22— avgpreg, and hloss= ;. 3°7_, hloss. The smaller o
the value of one-error, ranking loss, and hamming loss, o 0-4\"
and the larger the value of average precision, the better the 0.2t ]
performance of the categorization system. The best possi- e
ble performance occurs when one-ereer 0, rloss = 0, 0

4x8 8x8 8x16 16x16 16x32 32x32
Number of neurons

(b) VG-RAM WNN-COR

avgprec= 1, and hloss= 0.
4.4. Experimental Results

To tune the parameters of the neural networks under Figure 4. Results of validation experiments
study we used the metric one-error due to its simplicity  aimed at tuning the number of neurons and
and consequent easy understanding. Figure 4 presents the synapses per neuron of the networks.
results of the validation experiments employed for tuning
the number of neurons and synapses per neuron of the VG-
RAM WNN and VG-RAM WNN-COR. As Figure 4 shows, ) )
the performance of both networks increase (one error de- 10 Present a clearer view of the relative performance of
creases) with the number of neurons in the x-axis and with the algorithms, a partial order is defined for each evalu-
the number of synapses per neuron represented by eacAtion metric, where A} A2 means that the performance
curve, but levels off when the networks have abb of algorithm Al is significantly better than that of algorith
(16 x 16) neurons and 024 synapses per neuron. There- A2 on the specific metric (two—tailed.paired .t—te.slﬁ% sig-
fore, we use®56 neurons and 024 synapses per neuron nificance level). If the performance is not significantly-bet
for both VG-RAM WNN and VG-RAM WNN-COR in the ter, we say Al= A2. The partial order on the two compar-
final evaluation experiments. ing algorithms in terms of each evaluation metric is shown
Table 1 shows the results of our performance com- In Table 2. o _
parison between VG-RAM WNN and VG-RAM WNN- It is important to note that it is possible that A1 performs
COR. To produce the results shown in this table, for each better than A2 in terms of some metrics but equivalent or
of the ten folds mentioned in Section 4.1, we trained Worse in others. In this case, it is hard to judge which al-
the networks witht133 documents—+181 descriptions of gorithm is superior. So, in order to give an overall perfor-
CNAE categories an@952 (nine folds) economic activi-
ties descriptions—and tested wis28 (one fold) descrip-
tions of economic activities. Table 1 presents the average Table 1. Categorizers’ performance.
of the ten results obtained for each metric where the best

result on each metric is shown in bold face. As this ta- | VG-RAM One-Error | Ranking | Average | Hamming
ble shows, VG-RAM WNN-COR outperforms VG-RAM Loss Precision| Loss
WNN in all metrics, achieving an one-errdr6% smaller, WNN 0.17805 | 0.06646 | 0.72927 | 0.00279
ranking loss37.4% smalller, average precisidn2% higher WNN-COR | 017165 | 004161 | 0.73817 | 0.00270

and hamming los8.2% smaller.
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Table 2. Partial order. (2]

Evaluation metric Order
One-error WNN-COR= WNN
Ranking loss WNN-COR > WNN
Average precision WNN-COR > WNN
Hamming loss WNN-COR > WNN
Total order WNN-COR (3)> WNN (-3)

(3]

(4]

(5]
mance assessment of an algorithm, we employed a score
that takes into account its performance against that of the
other algorithm on all metrics. Concretely, for each evalua
tion metric, if A1 >~ A2 holds, then Al is rewarded with
a positive scoret1 and A2 is penalized with a negative
score—1. Based on the accumulated score of each algo-
rithm on all evaluation metrics, a total orderis defined
on the two comparing algorithms, as shown in the last line
of Table 2, where AZ- A2 means that A1 performs bet-
ter than A2. The accumulated score of each algorithm is
also shown in the parentheses. As shown in Table 2, VG- 8
RAM WNN-COR has an overall better performance than
VG-RAM WNN for the set of metrics considered.

(6]

(7]

5. Conclusions (9]

In this work, we presented an experimental evaluation of
Data Correlated VG-RAM WNN (VG-RAM WNN-COR)
on multi-label text classification and compared its perfor-
mance with that of standard VG-RAM WNN. In order to
do that, we used a database of textual descriptions of ecolll]
nomic activities of companies categorized manually accord
ing to lawful Brazilian economic activities. Our experimen
tal results showed that VG-RAM WNN-COR outperforms [12]
VG-RAM WNN, showing better performance in three out
of four evaluation metrics (two-tailed paired t-test58%

[10]

significance level). [13]
6. Acknowledgments [14]

We would like to thankReceita Federal do Brasil
Conselho Nacional de Desenvolvimento Cigct e  [15]
Tecnobgico — CNPqg-Brasil (grants 308207/2004-1,
471898/2004-0, 620165/2006-5, 309831/2007Hhan- [16]
ciadora de Estudos e Projetes FINEP-Brasil (grants CT-
INFRA-PRO-UFES/2005, CT-INFRA-PRO-UFES/2006), [17]
andFundago Esprito Santense de Tecnologia FAPES-
Brasil (grant 37711393/2007) for their support to this re-
search work.

[18]

References

[1] I. Aleksander. Self-adaptive universal logic circuitEEE
Electronic Letters2(8):231-232, 1966.

] A. Elisseeff and J. Weston.

I. Aleksander. RAM-Based Neural Networkshapter From
WISARD to MAGNUS: a Family of Weightless Virtual Neu-

ral Machines, pages 18-30. World Scientific, 1998.
M. R. Boutell, J. Luo, X. Shen, and C. M. Brown. Learn-

ing multi-label scene classificationPattern Recognition

37(9):1757-1771, 2004.
CNAE. Classificago Nacional de Atividades Ecomicas

- Fiscal (CNAE-Fiscal) 1.1. Technical report, Instituto
Brasileiro de Geografia e Eststica (IBGE), Rio de Janeiro,

RJ, 2003.
F. D. Comig, R. Gilleron, and M. Tommasi. Learning multi-

label alternating decision tree from texts and dataLéo-
ture Notes in Computer Scienamlume 2734, pages 35-49.
Springer, 2003.

A. F. De Souza, F. Pedroni, E. Oliveira, P. M. Ciarelli, W. F.
Henrique, L. Veronese, and C. Badue. Automated multi-
label text categorization with vg-ram weightless neural net-

works. Neurocomputing2008. To appear.
M. A. L. Dias and M. G. Malheiros. Automatic extraction

of keywords for the portuguese language. Aroceedings
of the 7th Workshop on Computational Processing of Writ-
ten and Spoken Portuguegmges 204—207. Springer Berlin,

Heidelberg, 2006.
A kernel method for multi-

labelled classification. IMdvances in Neural Information
Processing Systemgolume 14, pages 681-687. MIT Press,

2002.
S. Gao, W. Wu, C.-H. Lee, and T.-S. Chua. A MFoM learn-

ing approach to robust multiclass multi-label text categoriza-
tion. In Proceedings of the 21st International Conference on

Machine Learningpages 329-336, 2004.
T. B. Ludermir, A. C. P. L. F. Carvalho, A. P. Braga, and

M. D. Souto. Weightless neural models: a review of current

and past worksNeural Computing Survey2:41-61, 1999.
R. J. Mitchell, J. M. Bishop, S. K. Box, and J. F. Hawker.

RAM-Based Neural Networkshapter Comparison of Some
Methods for Processing Grey Level Data in Weightless Net-

works, pages 61-70. World Scientific, 1998.
E. Romero, L. Mairquez, and X. Carreras. Margin maximiza-

tion with feed-forward neural networks: a comparative study

with svm and adaboodieurocomputing57:313-344, 2004.
R. E. Schapire and Y. Singer. Improved boosting algo-

rithms using confidence-rated predictioridachine Learn-
ing, 27(3):297-336, 1999.

R. E. Schapire and Y. Singer. BoosTexter: a boosting-
based system for text categorizatiorMachine Learning

39(2/3):135-168, 2000.
F. Sebastiani. Machine learning in automated text catego-

rization. ACM Computing Survey84(1):1-47, 2002.
N. Ueda and K. Saito. Parametric mixture models for multi-

label text. InAdvances in Neural Information Processing

Systemsvolume 15, pages 721-728. MIT Press, 2003.
M.-L. Zhang and Z.-H. Zhou. Multi-label neural networks

with applications to functional genomics and text categoriza-
tion. IEEE Transactions on Knowledge and Data Engineer-
ing, 18(10):1338-1351, 2006.

M.-L. Zhang and Z.-H. Zhou. ML-KNN: A lazy learn-
ing approach to multi-label learningPattern Recognition
40(7):2038-2048, 2007.



