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ABSTRACT

In this paper we model workloads for a web search system
from the performance point of view. We analyze both work-
load intensity and service demand parameters expressed in
the context of web search systems as the distribution of
the interarrival times of queries and the per-query execution
time, respectively. Our results are derived from experiments
in an information retrieval testbed fed with real-world ex-
perimental data. Our findings unveil a certain number of
unexpected and interesting features. We verify in practice
that there is a high variability in both interarrival times of
queries reaching a search engine and service times of queries
processed in parallel by a cluster of index servers. We also
show that this highly variable behavior can be accurately
captured by hyperexponential distributions. These results
shed light on the usual assumption taken by previous an-
alytical models for web search systems found in the liter-
ature that interarrival times and service times are expo-
nentially distributed. We find evidence that the intensity
and service demand workloads of a typical web search sys-
tem present long-range dependence characteristics, leading
to self-similar behavior. This finding is important because,
in the presence of long-range dependence and self-similarity,
exponential-based models tend to underestimate response
times as self-similarity leads to increased queueing delays,
resulting in significant performance degradation. Based on
our findings, we also discuss possible steps toward a gener-
ative model for synthetic workloads.
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1. INTRODUCTION

Performance evaluation of web search systems become in-
creasingly important given the key role such systems play
in Internet usage nowadays. The performance of any sys-
tem heavily depends on the characteristics of the load it is
subject to. Workload characterization is an important com-
ponent of performance evaluation and prediction in general,
being particularly critical for proper capacity planning of
web search systems. Nevertheless, previous work on work-
load characterization for web search systems mainly focuses
on the characterization of user search behavior, reporting
parameters such as the number of queries within a session,
mean number of terms per query, or number of resulting
pages a user views [31, 9, 29, 6, 16, 19]. However, a clear
understanding of both interarrival times of queries and query
execution times is needed for performance evaluation pur-
poses [27, 21].

The workload parameters for performance evaluation can
be classified into two categories: workload intensity param-
eters and workload service demand parameters [22]. The
workload intensity parameters provide a measure of the load
placed on a system, indicated by the number of units of work
that contend for system resources. In the case of web search
engines this measure corresponds to the number of incoming
queries per second. The workload service demand param-
eters specify the total amount of service time required by
each basic component of the workload on each resource of
the system. In a web search system, the service time for a
user query is equivalent to the amount of time needed to
retrieve the most relevant documents for this query.

When a user query reaches a search engine, the query pro-
cessing is split into two consecutive major phases [8]. The
first phase consists of retrieving documents from the storage
devices that contain each query term, executing a conjunc-
tion of the sets of these documents, and finally ranking the
selected documents using some relevance metric. The sec-
ond phase consists of taking the top ranked answers of the
first phase, typically 10, and generating snippets, title, and



URL information for each of them. For this, the search
engine needs to examine the full texts of the top ranked
documents. Both phases play important roles in the perfor-
mance of modern search engines. Nevertheless, as the size of
a search engine increases, the processing cost of the second
phase remains basically constant, whereas the processing
cost of the first phase increases—larger lists of documents
have to be read from the disks and processed. Therefore,
the performance of the first phase is crucial for maintaining
the scalability of modern search engines that deal with an
ever-increasing amount of Web documents.

Based on these considerations, we focus on the first phase of
the query processing task, i.e., the retrieval of the most rel-
evant documents for a given user query. In our architecture,
the whole collection of documents is partitioned among a set
of index servers organized in a computational cluster, such
that each server stores its own local subcollection. Upon
the arrival of an user query, each index server performs the
retrieving task for the query only on its partition of the
document collection. A broker is responsible for merging
the partial ranked answers from the servers to produce the
final ranked answer. In the case of web search systems, the
workload intensity parameters are represented by the distri-
bution of interarrival times of queries at the broker, and the
workload service demand parameters are expressed by the
distribution of service times of queries processed in parallel
by the cluster of index servers.

In this paper, we characterize the workload intensity and
service demand parameters. Our results are derived from
experiments in an information retrieval testbed fed with a
log of a real-world search engine. The main experimental
results on workload characterization are as follows. First,
they shed light on an assumption taken as valid by previous
analytical models for web search systems [11] that interar-
rival times and service times are governed by exponential
distributions. In contrast, we verify in practice that there is
a high variability in both interarrival times of queries reach-
ing a search engine and service times of queries processed
in parallel by a cluster of index servers. This high variabil-
ity in service times of queries is mainly due to the presence
of a certain level of imbalance in per-query execution times
among homogeneous index servers participating in the par-
allel processing [3]. We show that this highly variable be-
havior of the intensity and service demand workloads is very
well captured by hyperexponential distributions, thus allow-
ing the definition of some steps toward a generative model
for synthetic workloads of web search systems. Second, our
results confirm for web search systems the widespread ev-
idence that interarrival processes and service processes in
internet-related systems exhibit high variability [12, 1].

This paper is organized as follows. In Section 2, we present
an architecture for web search systems. In Section 3, we
present a characterization of the test collection used in the
experiments. In Section 4, we characterize the workload
intensity parameters and provide best fits for them. In Sec-
tion 5, we characterize the workload service demand param-
eters and provide best fits for them as well. In Section 6,
we discuss the applicability of our results on the definition
of a generative model for typical synthetic workloads of web
search systems. In Section 7, we present our conclusions and
directions for future work.

2. ARCHITECTURE

In this section we present an architecture for web search
systems and a description of our cluster testbed.

2.1 Cluster of Index Servers

Search engines typically adopt a computational cluster as a
platform for query processing [8, 28]. Usually, this cluster
is composed of a single broker and p index servers. The
whole collection of documents is partitioned among the in-
dex servers, such that each server stores its own local sub-
collection. Figure 1 illustrates this architecture for a typical
search engine. The broker accepts queries from a user and
forwards them to the index servers, triggering the parallel
query processing. Each index server searches its own local
subcollection and produces a partial ranked answer. These
partial ranked answers are collected by the broker and com-
bined through an in-memory merging operation. The final
list of ranked documents is then sent back to the user.
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Figure 1: Architecture of a typical search engine.

2.2 Index Organization

An inverted index is adopted as the indexing structure for
each subcollection [7, 35]. Inverted files are useful because
they can be searched based mostly on the set of distinct
words in all documents of the collection. They are simple
data structures that perform well when the pattern to be
searched for is formed by conjunctions and disjunctions of
words [7, 35].

The structure of our inverted indexes is composed of a vo-
cabulary and a set of inverted lists. The vocabulary is the set
of all unique terms (words) in the document subcollection.
Each term in the vocabulary is associated with an inverted
list that contains an entry for each document in which the
term occurs. Each entry is composed of a document iden-
tifier and the within-document frequency f: 4 representing
the number of occurrences of term ¢ within the document d.
The inverted lists are sorted by decreasing within-document
frequencies.

The documents of the whole collection are uniformly dis-
tributed among index servers. Let n be the size of the whole
collection and p the number of index servers in the cluster.
The size of any local inverted file is O(n/p). This type of



index organization, hereafter referred to as a local index or-
ganization [25, 4], is currently the de facto standard in all
major search engines.

2.3 Parallel Query Processing

We use the standard vector space model [30] to rank the
selected documents. In this model, queries and documents
are represented as weighted vectors in a t-dimensional space,
where ¢ is the number of terms in the vocabulary of the col-
lection. Each pair term-document is weighted by the fre-
quency fiq of term ¢t in document d, the term frequency
tf and the inverse document frequency (idf) of the term ¢
among the documents in the whole collection. The rank of
a document with regard to a user query is computed as the
cosine of the angle between the query and document vec-
tors. Using the idf weight implies global knowledge about
the whole collection to be available at the index servers.
This could be accomplished if servers exchange their local
idf factors after the local index generation phase. Each in-
dex server may then derive the global idf factor from the set
of local idf factors [25].

In our experiments, a client machine submits queries to the
broker. This broker then broadcasts each query to all index
servers. Once each index server receives a query, it retrieves
the full inverted lists relative to the query terms, intersects
these lists to produce the set of documents that contains all
query terms (i.e., the conjunction of the query terms), com-
putes a relevance score for each document, and sorts them
by decreasing score—this results in a partial ranked answer
to be sent by each index server to the broker. Query terms
are processed by decreasing idf, i.e., by increasing order of
the number n: of documents in the whole collection contain-
ing the term ¢, thus leading to a significantly more efficient
conjunction of their inverted lists. As soon as the ranking is
computed, the top ranked documents selected at each index
server are transferred to the broker machine. The broker is
then responsible for combining the partial ranked answers
received from the index servers through an in-memory merg-
ing operation. The final list of top ranked documents is then
sent back to the client machine.

The broker is not a bottleneck in this architecture of local
document partitioning [5]. Our experimental results show
that the average execution time per query at the broker
is quite small, on the order of 107° seconds in our cluster
with 8 index servers. There are two fundamental reasons for
this. First, broker’s operation is fully carried out using main
memory. Second, all the tasks the broker executes are simple
tasks that do not take much CPU time. It should be noted
that the broker does not have to make ranking computations
and does not have to execute algebraic operations, other
than comparing document identifiers.

2.4 Cluster Testbed

For the experiments, we use a cluster of 8 identical index
servers. In our setup, each index server is a Pentium IV
with a 2.4 gigahertz processor, 1 gigabytes of main mem-
ory and a ATA IDE disk of 120 gigabytes. The broker is an
ATHLON XP with a 2.2 gigahertz processor and 1 gigabytes
of main memory. The client machine, responsible for man-
aging the stream of user queries, is an AMD-K6-2 with a
500 megahertz processor and 256 megabytes of main mem-

ory. All of them run the Debian Linux operating system
version 2.6.

3. TEST COLLECTION

The test collection, referred to as WBRO3, is composed of
10 million Web pages collected by the TodoBR' [32] search
engine from the Brazilian Web in 2003. The inverted index
for the whole collection occupies roughly 12 gigabytes, and
the collection vocabulary is composed of 3,541,678 terms.
The query set used in our tests is composed of 100 thousand
queries extracted from a partial log of queries submitted to
the TodoBR search engine in September 2003. There is a
total of 27,396 unique queries and 17,126 unique terms in
the query set.

The distribution of terms in queries follows a Zipf distribu-
tion, as shown in Figure 2. The plot shows the normalized
frequency of terms in queries. The z-axis shows the result-
ing rank of each term when these are sorted in decreasing
order of occurrence in queries. Therefore, the frequency in
queries that are expected for the z most frequent term is
given by

f(z)=0(z""), b>0. (1)
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Figure 2: Frequency of terms in queries.

We identify two different regions in the distribution of terms
in queries as shown in Figure 2. The value of parameter b
is 0.59 for the first region with z < 1000, and 1.10 for the
second region with z > 1000.

We analyze the distribution of the sizes of queries in our
query log, as shown in Figure 3. The plot shows the prob-
ability mass function(PMF)? of the sizes of queries in our
query log. The size of a query is given by the number of
terms that appears in this query. The best fit we found

'TodoBR is a trademark of Akwan Information Technolo-
gies, which was acquired by Google in July 2005.

2For discrete random variables, such as the size of queries,
we use a probability mass function (PMF). For continuous
random variables described later, such as the service time of
queries, we use a probability density function (PDF).



for the PMF of the sizes of queries was a decay exponen-
tial function of query size given by O(e™%%%%), & > 2. The
average size of queries in our log is 2.09 terms.
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Figure 3: PMF of the sizes of queries.

We further evaluate the relationship between terms and the
average size of queries in our query log, as shown in Figure 4.
The z-axis shows the resulting rank of each term when these
are sorted in decreasing order of occurrence in queries. We
observe that as the frequency of a term in the query log
decreases, the average size of queries that contain such term
increases.

Average query size (number of terms)

Text term

Figure 4: Relationship between terms and average
query size.

It is also important to investigate the relationship between
the frequency of terms in queries and the frequency of terms
in documents. Figure 5 shows the normalized frequency of
terms in the document collection as a function of the nor-
malized frequency of terms in the query collection. Com-
paring the normalized frequency of terms in documents and
in queries, we observe that—even if dealing with rare query
terms—it is likely that query terms are mentioned in a large

number of documents. This is important because this indi-
cates that such a query set consistently generates a signifi-
cant query processing load in our system.
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Figure 5: Relationship between the frequency of
terms in queries and in documents.

4. CHARACTERIZING THE WORKLOAD
INTENSITY PARAMETERS

In this section, we evaluate the workload intensity param-
eters indicated by the distribution of interarrival times of
queries that reach the cluster of index servers. If queries ar-
rive at times t1, t2,. .., t;, the random variables 7; = t; —t;—1
are called the interarrival times of queries [15]. We first
compute the coefficient of variation of the interarrival times
observed in our test collection. The coefficient of variation
of a random variable is defined as the ratio of its standard
deviation by its mean. It can be thought of as a measure of
the deviation of the distribution found in the empirical data
from the exponential distribution, whose coefficient of vari-
ation is equal to one. In our test collection, the coefficient of
variation of interarrival times of queries is equal to 2.64, sug-
gesting that interarrival times of queries might be well fitted
by an hyperexponential distribution, which is characterized
by a coefficient of variation larger than one [33].

The hyperexponential distribution is an special case of the
phase-type (PH) distribution [26] that results from the com-
bination of a certain number of exponential distributions.
A PH distribution is fully represented by a vector 7 and a
matrix T, related as in the following. The cumulative dis-
tribution function (CDF) of a PH distribution is given by:

F(z)=1—7e""e, (2)

where e is a column vector of ones with the appropriate
dimension. The probability density function (PDF) of a PH
distribution is equal to:

fla)=71e™" (=T -e), )



and the n‘® moment is given by:

my, = (—=1)"-nlrT "e. (4)

Observe that in the PDF and CDF definitions of a PH distri-
bution, the matrix T appears as an exponential coefficient.
As such, PH distributions are called matrix-exponential dis-
tributions. The term eT® is defined as

et = Z %(Tm)” (5)

The cases of PH distributions that are used in practice typ-
ically have the majority of the elements in 7 and T equal
to zero. For an hyperexponential distribution, 2n parame-
ters are needed to define this distribution, where n is the
number of combined exponential distributions that com-
pose the hyperexponential. Indeed, for an hyperexponen-
tial distribution—a special case of PH distributions—, the
definition of 7 and T, assuming n = 3, is given by:

T = [p17p27p3]7 and (6)
-1 0 0
T=|0 =X 0 |[. (7)
0 0 —A3

By applying these definitions to Equation 3, we can derive
the PDF of an hyperexponential distribution H, with n
phases as

f(@) = fr, =Y pidie™ ™7, (®)
i=1

i.e., the weighted combination of n exponentials, each char-
acterized by \;, where p; represents the relative weight of
exponential ¢ in this combination (3, p; = 1). We use the
EMpht software package [23] to estimate the parameters of
hyperexponential distributions in this paper. EMpht im-
plements the estimation maximization (EM) algorithm pre-
sented in [2] to do so.

Figure 6 shows the empirical distribution of interarrival times
of queries, which is fitted into an exponential distribution
and into an hyperexponential distribution Hs composed of
3 exponential phases. The complexity and precision of the
fitting procedure into an hyperexponential distribution in-
creases with the number of exponential phases that com-
poses this hyperexponential distribution. We fitted our em-
pirical data into three distinct hyperexponential distribu-
tions H2, Hs and Hs4 composed of 2, 3 and 4 exponential
phases, respectively. To evaluate the accuracy of the fitting,
we use the Kolmogorov-Smirnov goodness-of-fit test [13] that

verifies that the maximum ordinate difference between the
distribution of interarrival times and each of the fitted hy-
perexponential distributions Ho, Hs and Hy is 2.29%, 1.37%
and 1.37%, respectively. We observe that the fit Hs is more
accurate than the fit H>. Nevertheless, the more complex fit
H,4 does not gain in precision over the fit H3. Therefore, we
select H3 as the best fit for our data because it achieves the
best balance between accuracy and complexity in number of
exponential phases. The parameters 7, and T, of the best
fit Hs for the distribution of interarrival times of queries are:

7o = [0.18,0.80,0.02], and
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Figure 6: Distribution of interarrival times.

We observe that the hyperexponential distribution captures
the highly variable behavior and does a good job in matching
the distribution of interarrival times. Conversely, we observe
that the exponential fitting is poor and is not capable of cap-
turing the high variability present in interarrival times. This
finding contradicts the basic assumption of exponentially
distributed interarrival times adopted by previous queue-
ing models for web search systems [11]. The Kolmogorov-
Smirnov goodness-of-fit test verifies that the maximum ordi-
nate difference between the distribution of interarrival times
and the fitted exponential distribution is 15.40%, while this
difference for the best fit hyperexponential distribution Hs
is only 1.37%.

The high variability found in interarrival times of queries in
the test collection may have significant impact on the perfor-
mance of a web search system. The previous assumptions of
exponentially distributed interarrival times of queries sup-
pose memoryless behavior. Nevertheless, we found evidence
that the workload intensity of a typical web search system
presents long-range dependence (LRD) [18], leading to self-
similar behavior. The predominant way to quantify LRD



is through the Hurst parameter in the range 0.5 < H < 1.
The value 0.5 is the boundary between long and short range
dependence. The effect of low range dependence is higher
for H close to one. In our experimental data, interarrival
times of queries presented H = 0.88. A LRD workload im-
plies bursty behavior in comparison with loads of a workload
characterized by a Poisson process, i.e., with exponentially
distributed interarrival times. For a LRD workload, this
bursty behavior usually presents a certain level of periodic-
ity. Also, LRD characterizes processes that keep statistically
significant correlations across large time scales, while a pro-
cess is said to be self-similar if its behavior is roughly the
same across different spatial or time scales. We evaluate the
distribution of interarrival times for the first 10,000 queries
of our query log, and verify that its shape is similar to that
of all 100,000 queries of our log. Indeed, this similarity on
distribution shapes across different scales is an indication of
the self-similar behavior.

Our findings thus suggest that typical workload intensity
from a real-world web search system also presents LRD and
self-similarity characteristics as it has already been shown
for LAN [20] and WAN [24] traffic, as well as for WWW
traffic [12]. This finding is important because, in the pres-
ence of LRD and self-similarity, exponential-based models
tend to underestimate response times as self-similarity leads
to increased queueing delays, resulting in significant perfor-
mance degradation [14].

5. CHARACTERIZING THE WORKLOAD
SERVICE DEMAND PARAMETERS

We now characterize the workload service demand parame-
ters expressed by the distribution of service times of queries
processed in parallel by the cluster of index servers. In our
architecture, characterized by a local partitioning of the doc-
ument collection, the per-query service time is determined
by the maximum execution time among index servers par-
ticipating in the parallel processing of this particular query.

Our experimental results show that the coefficient of varia-
tion of the service times of queries in our cluster with 8 index
servers is equal to 1.39. This high variability in service times
of queries is mainly due to the presence of a certain level
of imbalance in per-query execution times among homoge-
neous index servers participating in the parallel processing.
The primary source of the per-query imbalance is the het-
erogeneous use of disk caching among the homogeneous in-
dex servers, as pointed out in [3]. Thus, the coefficient of
variation indicates the hyperexponential distribution as an
appropriate kind of distribution for fitting the service times
of queries.

Figure 7 shows the distribution of service times of queries
fitted into an hyperexponential distribution Hs composed of
3 exponential distributions. Similarly to the case of interar-
rival times, we observe that the fitting provided by the hy-
perexponential distribution with 3 phases is very accurate,
besides achieving the best balance between accuracy and
complexity when compared to those with 2 and 4 phases.
The Kolmogorov-Smirnov goodness-of-fit test verifies that
the maximum ordinate difference between the distribution
of service times and each of the fitted hyperexponential dis-
tributions Ha, Hs and Hy is 3.21%, 2.29% and 2.29%, re-

spectively. In contrast, the goodness-of-fit test verifies that
the difference between the distribution of service times and
the fitted exponential distribution is higher and equal to
20.43%. The parameters 75 and Ts of this best fit Hs dis-
tribution for service times in our experiments are:

7o = [0.20,0.14, 0.65], and
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Figure 7: Distribution of per-query service times.

Likewise the distribution of interarrival times, the distribu-
tion of per-query service times also presents LRD and self-
similarity characteristics. In the case of the considered dis-
tribution of per-query service times, the Hurst parameter is
H = 0.74. This finding again suggests that a exponentially-
based model for per-query service times may underestimate
the performance of the system, leading to unrealistic results,
as the prediction without taking into account the high vari-
ability in service times might underestimate queueing delay
and, as a consequence, response time of the system as a
whole. Thus, an hiperexponential distribution is more ap-
propriate here.

6. TOWARDA GENERATIVEMODEL FOR
SEARCH SYSTEM WORKLOADS

In this section we discuss the applicability of our findings
in terms of workload characterization to generate synthetic
workloads of query traces. This model is not meant to be
unique, but an illustration on how useful our results may be
to the generation of such synthetic workloads. Basically, we
discuss choices on which variables can be used to define a
generative model for a synthetic workload, in a similar way
as Veloso et al. [34] do when characterizing workloads for
live streaming media.

The use of a generative model for a synthetic query trace
based on our workload characterization may be as follows.



To generate a synthetic query log, we must determine when
these queries arrive, how many terms each query contains,
and how frequent each query term is employed by users. To
determine when a query arrives, one may use the hyperex-
ponential distribution Hs that characterizes the interarrival
times of queries as shown in Figure 6 with the parameters 7,
and T, of Section 4. To determine how many terms should
be associated with each query, one may use the decay ex-
ponential function of Figure 3. Finally, to determine how
frequent users employ each term in queries, one may apply
the Zipf distribution of Figure 2. We assume here that the
probability of a term occurring in a query is proportional to
that term’s frequency in the query log, similar to the usual
assumption taken by previous query models in [17, 10].

Note that this simple model assumes that the number of
terms associated with a query is independent of the term.
Nevertheless, we observe in our query log that rare terms
are associated with queries of varied sizes, while popular
terms usually appears in short queries, as shown in Figure 4.
Also, this model disregards the usage correlation of words.
An improved algorithm might be to choose the first term
using Figure 2, and then choose the next terms using a joint-
distribution of words in queries that have that first term.
This is still an approximation, but considering that most
queries have one or two terms, the error would not be that
large. The main drawback of this improvement is the need
to keep the joint-distribution of all the words in the query
log.

7. CONCLUSIONS

In this paper we characterize performance-driven workloads
for a web search system by analyzing workload intensity
and service demand parameters based on experiments using
real world data. Our findings lead to a certain number of
unexpected and interesting features. We verify in practice
that there is a high variability in both interarrival times of
queries reaching a search engine and service times of queries
processed in parallel by a cluster of index servers. We also
show that this highly variable behavior can be accurately
captured by hyperexponential distributions. These results
shed light on the usual assumption taken by previous ana-
lytical models for web search systems that interarrival times
and service times are exponentially distributed.

Further, we find evidence that the intensity and service de-
mand workloads of a typical web search system present long-
range dependence (LRD) characteristics, leading to self-sim-
ilar behavior. This finding is important because, in the pres-
ence of LRD and self-similarity, exponential-based models
tend to underestimate response times as self-similarity leads
to increased queueing delays, resulting in significant perfor-
mance degradation. As future work, we intend to investigate
analytical models for performance prediction and capacity
planning of web search systems, while taking into account
the high variability and LRD behavior found in the intensity
and service demand workloads.
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