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ABSTRACT
The Markowitz’s Portfolio Selection Model defines the re-
turn and risk variables as first-order statistical measure-
ments, which have made this model to be known as mean-
variance model. This work presents a modified version of
the Markowitz’s Model that uses time series prediction in-
stead of first order statistical measurements. We have used
a neural network predictor for providing an estimate of fu-
ture returns, which were used as expected returns on the
Markowitz’s Model. The resulting new model was named
prediction-quadratic deviation model. We carried out in-
vestment simulations using real data with the Markowitz’s
model and our model. These simulations shown that the
prediction-quadratic deviation model can achieve a return
12.39% higher than the mean-variance model.
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1 Introduction

Portfolio Selection is one of main procedures in finan-
cial engineering and a fundamental approach for the in-
vestment strategy of diversification. The optimal portfo-
lio selection can be defined as follows: given an universe
of � securities, stocks for example, with theirs respec-
tive expected returns � and risks �, select the proportions
���� � �� � � � ��� of the available wealth and invest on
each stock �, minimizing the portfolio risk �� (i.e. invest-
ment risk) for a portfolio expected return �� (i.e. invest-
ment return).

In the original portfolio selection model proposed by
Markowitz [1], estimates of the expected return and risk of
each stock are taken and the percentage of each stock in
the final portfolio is computed by solving the minimization
problem described above. The mentioned expected return
and risk variables are defined in the model as first order

statistical measures and, hence, the model of Markowitz
became known as mean-variance model. For each stock,
the expected return is the mean of the historical series of
returns - where the return is the variation of the stock price
computed between two consecutive samples - and the risk
is the variance of this series.

This work introduces a modified version of the model
of Markowitz that uses time series prediction to forecast
the future returns of stocks. A neural network predictor
was used to obtain an approximation of future prices of
stocks and these values were used to calculate future re-
turns. These, named predicted returns, were utilized as the
expected returns of the model of Markowitz. The quadratic
deviations of the historical series of returns around the re-
spective predicted returns where used as the associated risk
of each stock. This adapted model was named prediction-
quadratic deviation model. The use of neural networks
to predict future stock returns is not new and, although
there are some controversy with respect to its usefulness
in this application [2, 3], our results show that it can pro-
duce better estimates for future returns than the time se-
ries mean value. We carried out simulations with �� stocks
from Brazilian BOVESPA stock exchange using both mod-
els. In these simulations, the prediction-quadratic deviation
model achieved an investment return �����	 higher than
the mean-variance model with the evaluating parameters
used.

This paper is organized in five sections. After this in-
troduction, Section 2 describes the Markowitz’s model and
the modified Markowitz’s model with predicted returns.
Following, in Section3 are the experimental environment,
and the procedures and data utilized. Section 4 presents
the results and compares the mean-variance model with the
prediction-quadratic deviation model. Section 5 closes this
paper presenting our conclusions and perspectives for fu-
ture work.



2 Portfolio Selection with Predicted Returns

2.1 The Markowitz’s Model for Portfolio Se-
lection

The Markowitz’s model is based on the return and risk
measures of a linear combination of stocks, which are ob-
tained from the individual return and risk measures of each
stock in this combination. The original and widely used ex-
pected return measure of one stock is the arithmetic mean
of the series of returns of this stock, which is defined in
Equation 1,
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where 
� is the expected return of the stock in time 	 � �,
� is the number of past times and �� is the realized return
in time 	, which is defined in Equation 2.
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where 
� is the price of the stock in time 	 and 
���, in
time 	� �.

The risk measure proposed by Markowitz tries to re-
flect the uncertainties of realization of the expected return
through the measurement of its time series dispersion - the
dispersion of the time series around its mean value, the sta-
tistical variance, was used as risk measure. The variance of
the time series of returns is defined as:
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where � is the risk, which is equal to the variance �� of the
series of returns, � is the number of observed past times,
�� is the return in time 	 and 
� is the mean value of the
series of returns.

Other measures of risk, like semi-variance [4], mean-
absolute deviation [5] and downside risk [6], have been ex-
amined as alternatives to the traditional approach.

The portfolio return is obtained as:
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where � is the portfolio return, � is the number of stocks
in the portfolio, �� is the percentage of stock � (�� � �
and
��

����� � �, details below) and 
�� is the expected
return of stock �.

The portfolio risk is then defined as the variance of a
linear combination of stocks1 and is presented in Equation
5. The first sum represents the individual risk components
for each stock and the second group of sums represents the
combined risks of each pair of stocks.
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1This development is detailed in [4]

In Equation 5, � is the portfolio risk, which is equal to the
portfolio variance ��� , �� is the percentage of stock � in the
portfolio, and �� is the risk of stock �.

The term ��� in Equation 5 is the covariance of stocks
� and 
, which is defined as:

��� �
�

�

��
���

���� � 
������� � 
��� � (6)

where ��� and ��� are the returns of stocks � and 
 in
the time 	, 
�� and 
�� are the expected returns of stocks
� and 
, and � is the number of observed past times. This
covariance is the measure of the interactive risk between
two stocks, and its effect on the portfolio risk � is crucial
for obtaining a portfolio with risk lower than the individ-
ual risks of its stocks: the foundation of the Markowitz’s
Portfolio Optimization Model is this interactive risk [1].
Markowitz’s optimization model minimizes the portfolio
risk � for a desired portfolio return � by solving the
quadratic programming problem formulated as:
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Equation 8 is the desired return constraint �, Equation 9
guarantees total resource allocation and Equation 10 re-
stricts the model for purchasing trades only.

The set of all portfolios with minimum risk for the
desired return is obtained via parameterizing the model for
�. These portfolios are named Efficient Portfolios and this
investment strategy is named Efficient Diversification. The
bidimensional locus of the return-risk space where lies all
possible efficient portfolios is denoted Efficient Frontier.
Each set of stocks has their own efficient frontier, that de-
pends only on the individual expected returns and risks of
each stock and its time series correlation (i.e. covariances)
matrix.

2.2 The Prediction-Quadratic Deviation
Portfolio Selection Model

The predicted stock return ��, computed with a neural net-
work predictor (described in Section 3), is used as expected
return in our model, while the portfolio return and risk are
calculated using equations analogous to the equations 4 and
5, respectively.

The risk of a predicted return is quantified through the
quadratic deviations of the time series of returns around the



predicted return, defined as:
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where 
� is the risk of the predicted return, � is the number
of past times, �� is the return in the observed time 	, and ��
is the predicted return.

The measure of the interactive risk �� is defined as:
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where ���� is the analogous of the covariance of stocks � and

 (see Equation 6) for the predicted returns,� �� and��� are
the returns of stocks � and 
 in time 	, ��� and ��� are the
predicted returns of the stocks � and 
, and � is the number
of observed past times.

We can now, after the definition of all variables, for-
mulate the Portfolio Selection Model with Predicted Re-
turns as:

�������� ��� ��
���

��
�
�� �

��
���

��
����� ���

�������� (13)

���
��	 	�

��
���

��
��� � � � (14)

��
���

�� � � ��� (15)

�� � �� � � �� ����� (16)

Equation 14 is the constraint of desired return �, Equa-
tion 15 ensures total resource allocation, and Equation 16
restricts the model for purchasing trades only.

3 Methods

3.1 Predicted Returns

We have chosen to predict future stock prices and to calcu-
late future returns indirectly using the following equation:
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where �� is the predicted return of the stock in time 	 � �,�
 is the predicted price of the stock in time 	��, and 
 � is
the stock price in time 	.

3.2 Neural Network Predictor

We have trained one neural network for each stock. The
prediction model used was the Autoregressive Model [7]
of fourth order - Ar(4), implemented with a feedforward
neural network using the backpropagation training algo-
rithm [8]. In this model, the inputs are the historical

prices 
���� 
���� 
���� 
� and the output is the future
price 
���. We have used a fixed three layers, �� ��� �,
fully connected network topology. The neuron’s transfer
function is sigmoidal with output in the ���� �� interval.
All training were conducted over ������ epochs, with a
������ learning rate and ���� inertia. These training pa-
rameters were empirically determined. The details can be
found in [9].

3.3 Error Measures

Two error measures were utilized. For the evaluation of the
training convergence of the neural predictor we have used
the Root Mean Squared Error - RMSE, described as:
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where 	����	� is the desired value, ��	� is the predicted
value and � is the number of training pairs.

For the evaluation of the quality of the predictions, we
used the standard Mean Absolute Percent Error - MAPE,
defined as:
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where 	����	� is the desired value and ��	� the predicted
value.

3.4 Time Series

We used 66 representative stocks of the Brazilian
BOVESPA stock exchange. Their time series were created
with their weekly adjusted prices, observed on Wednesdays
to isolate begin of week and end of week fluctuations. The
training set had the initial date 1990-01-03 and final date
1995-12-27, totalizing 313 weeks. The investment simula-
tion had initial date 1996-01-03 and final date 1996-05-22,
totalizing 21 weeks.

4 Experiments and Results

4.1 Prediction of Returns

The statistics of the training performance of the 66 neural
network predictors are presented in Table 1. On the top
of the table we have the maximum, minimum and average
values of ���� and ��
� errors for all 66 neural net-
work predictors. On the bottom, we have the variance and
standard deviation of these errors. As Table 1 shows, the
worst performing network presented outputs with values
38.9989% distant from their targets on average, while the
best performing network presented outputs only 7.3023%
distant from their targets on average. Together, the neu-
ral network predictors have shown an average prediction



Number of time series � ��

Error Max Min Avg
MAPE 0.389989 0.073023 0.167851
RMSE 0.081223 0.025872 0.046226

Error Variance Standard deviation
MAPE 0.004531 0.067311
RMSE 0.000112 0.010602

Table 1. Performance statistics of �� neural network pre-
dictors

error of 16.7851%, with standard deviation of 0.067311,
suggesting that most predictors performed satisfactorily.

The predictor performance for the stock FAP4-Cofap
PN of the BOVESPA stock exchange is shown in graph
form in Figure 1 as an example. The time series of FAP4
prices is in solid line, the neural network prediction is in
dashed line and the predicted future price is the diamond.
Figure 2 shows the time series of returns in solid line; the
mean return is the horizontal dashed line, while the pre-
dicted return is the diamond. With the help of the graph of
Figure 1 we can verify that the neural network achieved a
very good fit for this stock. The large distance between the
predicted return and the mean return (Figure 2) is analyzed
below.
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Figure 1. Neural network predictor performance for FAP4

4.2 Efficient Frontiers

Efficient frontiers were generated for the mean-variance
and prediction-quadratic deviation models via solving the
equations 7, 8, 9, 10 and 13, 14, 15, 16 for different values
of � and are presented in Figure 3. Careful observation
of Figure 3 shows that the prediction-quadratic deviation
model allowed portfolios with return levels much higher
than the mean-variance model. We believe that this is due
to the fact that the return estimation method used by the

prediction-quadratic deviation model allowed predicted re-
turn values far away from the mean return, as is the case in
Figure 2, which resulted in better portfolios.
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Figure 3. Efficient Frontiers for the prediction-quadratic
deviation and mean-variance models

4.3 Benchmarking

On the last step of our experiments, we have chosen one
representative efficient portfolio for each model in the
risk level near the intersection of their efficient frontiers.
Hence, we selected portfolios with risks � � �� � �����.
We evaluated the simulated investment for 21 weeks be-
tween 1996-01-03 and 1996-05-22, ranking the portfolios
returns. In these simulations, the prediction-quadratic devi-
ation portfolio showed a better performance in 19 of the 21
weeks, achieving a return 12.39% higher than the mean-
variance portfolio on average. Figure 4 shows the evolu-
tion of the returns of the mean-variance and prediction-
quadratic deviation portfolios. The similarity of the two



curves of Figure 4 is due to the fact that both models se-
lected the same 46 stocks from the 66 available, with the
prediction-quadratic deviation model allocating higher pro-
portions of the stocks with higher predicted returns. If we
assume that the above cited similarity of stocks used on
the solutions was dictated by the risk level chosen, we can
conclude that these stocks have strong first order compo-
nents in their time series of returns. This fact also sug-
gests that, for higher levels of risk, the solutions (i.e. stocks
used) will differ because the prediction-quadratic deviation
model will choose stocks with higher order components
that are not captured by the mean-variance model. This
can be appreciated with the help of Figure 3, which shows
that our model produces increasing returns for increasing
levels of risks, while the mean-variance model almost stop
producing better returns for risks higher than �����.
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5 Conclusions and Future Work

In this paper we focus on one of the fundamental prob-
lems in financial markets, Portfolio Selection, proposing a
variant of the Markowitz’s model that uses predicted re-
turns as expected returns. Our experimental evaluation of
this new model, presented in this paper, has been devel-
oped in an application oriented approach, analyzing the
time series of 66 representative stocks of the Brazilian
BOVESPA stock exchange. Our experiments show that
our model, named prediction-quadratic deviation model,
achieves better results than the mean-variance model for
the same level of risk. The prediction-quadratic deviation
model achieved an average return 12.39% higher than the
mean-variance model, defeating the classical model in 19
of the 21 weeks evaluated. This happens because the the
prediction-quadratic deviation model selects higher propor-
tions of stocks with predicted returns higher than the mean
returns used in the original model, and also because it can

pick solutions on regions of the return-risk space that are
unknown for the classical model.

The main contributions of this work are introduc-
ing an alternative approach for the expected return estima-
tion - the use of artificial neural network predictors - and
incorporating predicted returns to the portfolio selection
model of Markowitz. Future research includes the com-
parison of our model with other portfolio selection mod-
els [10]; exploration of more sophisticate neural network
training paradigms, like Genetic Algorithms [11], Genetic
Programming [12, 13] and Particle Swarm Optimization
[14]; and the use of multivariate modeling (i.e. to add extra
inputs to the neural network) to enhance predictor perfor-
mance.
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