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Abstract. This work investigates the use of acceleration techniques for steady compressible
flows. We introduce a local time-stepping strategy with adaptive feedback control selection of
theCFL condition. We also examine the efficiency of this local time-stepping strategy com-
bined with a procedure to freeze the shock-capturing term when convergence stagnates. The
present solution method employs an implicit, edge-based implementation of the semi-discrete
SUPG formulation with shock capturing for the Euler equations in conservative variables. By
disassembling the resulting finite element matrices into their edge contributions, edge coeffi-
cients, residuals and matrix-vector products needed in Krylov-update techniques are computed
based on edge data structures. Numerical results for standard problems are presented, and the
efficiency of the acceleration schemes are examined.
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1. INTRODUCTION

Implicit finite element strategies for compressible flow problems in science and engineer-
ing often requires the repeated solution of nonlinear systems of equations involving millions
of unknowns. To develop effective algorithms capable of high resolution, we need accelera-
tion techniques towards steady-state, such as implicit methods, local-time-stepping strategies,
edge-based data structures, adaptive timestepping strategies, shock capturing and other en-
hancements. Our main objective is the utilization these acceleration techniques to improve
efficiency of computational codes developed within the framework of the SUPG finite element
formulation with shock capturing.

Real life problems often present high variations in element size, thus the flow information
propagates at considerably different rates on different parts of the domain. On some parts of
the domain this rate could possibly be optimal and on the rest it could be highly suboptimal.
Computing one time increment for the entire spatial domain at each time step slows down
convergence and increases computational cost. Alternatively, we can locally determine time
increments such that the flow information would propagate at nearly optimal rate throughout
the domain (Johanet al., 1991; Hager and Lee, 1996). In this work we develop a local-time-
stepping strategy with adaptive feedback control selection of the CFL condition.

Most timestep schemes are based on controlling accuracy as determined by truncation error
estimates (e.g. Prediction-Modification-Correction). The objective of timestep selection is to
minimize the computational effort to construct an approximate solution of a given problem
in accordance with a desired accuracy. This strategy is motivated by the fact that the global
error can be bounded in terms of the local truncation error per unit step. It can be shown that
stepsize selection can be viewed as an automatic PID control problem (Valliet al., 2000; Valli
et al., 1999a; Valli et al., 1998; Gustafssonet al., 1988). Here a PID controller was developed
to select the CFL condition for the local-time-stepping strategy.

The two-dimensional compressible flow equation is solved using a semi-discrete implicit
SUPG formulation in conservation variables with shock capturing (Hirsh, 1992; Beau and Tez-
duyar, 1991; Shakibet al., 1991). Spatial discretization of the compressible flow equation
gives rise to a system of nonlinear differential equation that is solved by an implicit predictor-
multicorrector scheme. After linearization, the resulting systems are solved by the iterative
preconditioned GMRES. By disassembling the resulting finite element matrices into their edge
contributions, edge coefficients, residuals and matrix-vector products needed in GMRES are
computed based on edge data structures. We consider here unstructured meshes composed by
linear triangles.

The advantages of edge-based schemes with respect to the conventional element-based
schemes are a major reduction in indirect addressing (i=a) operations and memory requirements
(Catabriga and Coutinho, 2000a; Martinset al., 1998; Coutinhoet al., 1997). It also enables
a straightforward implementation of upwind-based schemes in the context of finite element
methods. The edge-based data structure may be also viewed as a representation of the nodal
graph of a grid composed by triangles and tetrahedra. Thus, the edge representation is an
alternative data structure for computing the global matrix-vector products needed in Krylov
space iterative techniques. Several numerical experiments for the Euler equations show the
superior performance of the edge-based implementation over standard element-based solutions
(Catabriga and Coutinho, 2000a).

The main objective of this work is to investigate the use of local time-stepping strategies
with adaptive feedback control of theCFL condition in simulations of compressible flows
by edge-based SUPG finite element solutions. We also examine the efficiency of this local
time-stepping strategy combined with procedures to freeze the shock-capturing term when con-



vergence stagnates (Almeida and Galeão, 1996; Aliabadi and Tezduyar, 1995).
The outline of the treatment is as follows. In the next section we briefly state the governing

equations, the finite element formulation and solution approach. Section 3 shows our approach
to local time-stepping. Then in section 4 we describe a simple PID control approach to select
theCFL condition in the local time-stepping strategy. Following this, supporting numerical
studies are presented to show the improvements obtained when our approach is employed. We
solve the two-dimensional steady-state oblique shock and shock-reflection problems. Finally,
we present some conclusions and future works.

2. GOVERNING EQUATIONS AND THE FINITE ELEMENT FORMULATION

The system of conservation laws governing inviscid, compressible fluid flow are the Euler
equations. These equations, restricted to two spatial dimensions, may be written in terms of
conservation variablesU = (�; �u; �v; �e), asU;t + Fx + Fy = 0 on 
� [0; T ℄ (1)

whereFx andFy are the Euler fluxes given elsewhere (Hirsh, 1992),
 is a domain inIR2
andT is a positive real number. We denote the spatial and temporal coordinates respectively
by x = (x; y) 2 
 andt 2 [0; T ℄, where the superimposed bar indicates set closure, and the
boundary of domain
 by �. Here� is the fluid density;u = (ux; uy)T is the velocity vector;e is the total energy per unit mass. We add to equation (1) the ideal gases assumption, relating
pressure with the total energy per unit mass and kinetic energy. Alternatively, equation (1) may
be written as,U;t +AxU;x +AyU;y = 0 on 
� [0; T ℄ (2)

whereAi = �Fi�U . Associated to equation (2) we have proper boundary and initial conditions.
Considering a standard discretization of
 into finite elements, the semi-discrete finite element
formulation for the Euler equations in conservation variables introduced by (Beau and Tezduyar,
1991) is written as,Z
Wh:��Uh�t +Ahi �Uh�xi � d
 +nelXe=1 Z
e �Ahk ��Wh�xk � : ��Uh�t +Ahi �Uh�xi � d
 +nelXe=1 Z
e Æ�Wh�xi :�Uh�xj d
 = 0 (3)

whereWh andUh, respectively the discrete weighting and test functions, are defined on stan-
dard finite element spaces. In (3) the first integral corresponds to the Galerkin formulation, the
first series of element-level integrals are the SUPG stabilization terms, and the second series
of element-level integrals are the shock-capturing terms added to the variational formulation
to prevent spurious oscillations around shocks. The particular form of the SUPG stabilization
matrix employed here can be found in (Aliabadi and Tezduyar, 1995). The shock-capturing
parameter,Æ, is evaluated here using the approach proposed by (Aliabadi and Tezduyar, 1995).

The spatial discretization of (3) leads to a set of coupled non-linear ordinary differential
equations,Ma +C(v) = 0 (4)



wherev is the vector of nodal values ofU, a is its time derivative,M is the generalized ”mass”
matrix andC is a non-linear vector function ofv. To solve the system of non-linear ordi-
nary differential equations (4) towards steady-state we employ here the implicit predictor/multi-
corrector scheme described in detail in (Hughes and Tezduyar, 1984). In this scheme at each
non-linear iteration (or multi-correction) we have to solve the following non-symmetric alge-
braic system of equations,M��a = R; (5)

whereM� =M+ ��tK (6)

is a non-symmetric sparse matrix,R = �[Ma� +C(v�)℄ (7)

is the residual vector, function of the predicted values ofv anda, that is,v�, a� and�a is
the correction in the nodal values ofa from an iteration to the next, andK is a first-order
approximation ofC. We adopt here� = 0:5, which is second-order accurate in time. The non-
symmetric system of equations given by equation (5) is solved by a nodal block-diagonal left
preconditioned GMRES algorithm. Thus, this solution scheme is similar to the linear GMRES
scheme employed by (Johanet al., 1991). The edge implementation is described in detail by
(Catabriga and Coutinho, 2000a).

(Catabriga and Coutinho, 2000a) presented a procedure to detect convergence stagnation in
the computation of inviscid flows and afterwards to freeze the shock-capturing term, forcing the
solution to converge to steady-state. A simple heuristic is used to detect convergence stagnation
and then to stop updating the shock-capturing term (Catabriga and Coutinho, 2000b). As a con-
sequence, the problem converges very fast towards a steady-state solution, eventually reaching
machine zero.

The main idea is to compare the averageL2 norm of density residual (resavg) computed
for a certain number of time steps, entitled byivar (15 to 50, for instance) with the maximum
and minimum values of the same norm within the same interval, that is,resmax andresmin.
Then, verify whether the maximum and minimum residuals are bounded within a narrow range
around the average value, that is, ifresmin � �minresavg andresmax � �maxresavg. If these
conditions are satisfied, they consider that convergence has stagnated and freeze the shock-
capturing operator. We adopt here this procedure in conjunction with a local-time-stepping
strategy with adaptive feedback control selection of theCFL condition.

Other possibility investigated here, based on the suggestion of (Tezduyar and Osawa, 2000)
is to update the shock-capturing parameter only at the first multi-correction. This procedure
actually linearizes the shock-capturing term within a time-step, forcing the residual to decrease
at high rates in the initial steps. However, due to the strong non-linearities present, we may still
observe residual stagnation. Thus, if this happens, we freeze the shock-capturing term according
to the heuristic given above. We indentify as Case 1 the procedure where only the freezing
heuristic is considered, and as Case 2 the procedure where the shock-capturing parameter is
kept constant within the time steps until convergence stagnates and the freezing heuristic is
activated.

3. LOCAL-TIME-STEPPING STRATEGY

When one time increment,�t, is computed for the entire spatial domain at the beginning
of every timestep in an implicit predictor/multicorrector scheme, the technique is called the



global-time-stepping strategy. Alternatively, we can locally determine time increments such
that the flow information would propagate at nearly optimal rate throughout the domain. This
approach is called the local-time-stepping strategy. This strategy is particularly important when
a transient algorithm is used to obtain a steady solution and the flow information propagates at
considerably different rates on different parts of the domain.

In our approach to local time-stepping, a different time increment is computed for every
nodal point of the domain at the beginning of each time step to accelerate convergence towards
steady-state. The local time-stepping strategy is introduced to the scheme described in the
previous section by simply evaluating the effective matrixM� in (6) as,M� = [m�ij℄m�ij = ne

Ae=1 (mneij + 0:5�t(noi)kneij ) for i; j = 1; 2 (8)

wherene represents the number of edges in the mesh and�t(noi) is the local time step, com-
puted for each edge as,�t(noi) = mine2Af�teg for i = 1; 2; : : : ; nnos (9)

whereA is the set of all edges containing nodenoi, andnnos is the total number of nodes. Each�te is computed imposing aCFL condition to the mesh,�te = he
e + jue�ej CFL (10)

wherehe is a mesh parameter,ue is the velocity field,
e is the acoustic speed and�e is an arbi-
trary vector described in detail in (Aliabadi and Tezduyar, 1995). Note that theCFL condition
may increase as the solution evolves to steady-state according to some heuristic rules, see for
instance (Johanet al., 1991) for finite elements or (Hager and Lee, 1996) for finite volumes. In
this work, we use an automatic strategy based on the feedback control theory to choose the localCFL condition. This strategy is based on the timestep selection control algorithms presented
in (Valli et al., 2000; Valliet al., 1999b; Valli et al., 1999a; Valli et al., 1998).

One of the most widely used algorithms for closed-loop control is the three-term control,
known as the Proportional-Integral-Differential (PID) control loop. The popularity of PID con-
trollers can be attributed to their functional simplicity and to their robust performance in a large
range of operating conditions. The objective in using PID control algorithms is to control the
output along a smooth curve (vs. time) towards the set-point while minimizing overshoot, that
is, the amount the system output response proceeds beyond the desired response. The following
expression defines the PID feedback controller for the localCFL condition,CFLn+1 = (en�1en )kP (tolen )kI ( en�12enen�2 )kD CFLn; (11)

wheretol is some input tolerance,en is the measure of the change of the quantities of interest
in timestep4tn, andkP , kI andkD are the PID parameters. Three consecutive estimates of the
solution are needed to calculate the local normalized truncation errorsen�2, en�1 anden in (11).
Here, the measure of the change over a time step of the quantities of interest,en, is evaluated
by the following norm,en = e��

tol
e�� = k�n � �n�1kk�nk (12)



where� is the nodal density vector. The free parameterskP , kI andkD should be tuned to
minimize the computational effort to solve a given class of problem. The user should supply
limiters,CFLmin andCFLmax to prevent an excessive growth (or reduction) of the timestep
size (or theCFL parameter). In the next section, we present two problems to demonstrated
the approach and verify the efficiency of this local time-stepping strategy combined with a
procedure to freeze the shock-capturing term when convergence stagnates.

4. NUMERICAL EXAMPLES

4.1 OBLIQUE SHOCK

The first problem consists of a two-dimensional steady problem of a inviscid, Mach2,
uniform flow, over a wedge at an angle of�10Æ with respect to a horizontal wall, resulting in
the occurrence of an oblique shock with an angle of29:3Æ emanating from the leading edge of
the wedge, as shown in Figure 1.

x = 0.9

29.3 ο
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y

M = 2

M = 1.64

Figure 1: Oblique Shock (2D) - Problem Description.

The computational domain is the square0 � x � 1 and0 � y � 1. Prescribing the
following flow data at the inflow, i.e., on the left and top sides of the shock, results in the exact
solution with the flow data past the shock:

Inflow

8>>>>>><>>>>>>:
M = 2� = 1u1 = 
os100u2 = �sen100p = 0:17857 Outflow

8>>>>>><>>>>>>:
M = 1:64052� = 1:45843u1 = 0:88731u2 = 0p = 0:30475 (13)

whereM is the Mach number,� is the flow density,u1 andu2 are the horizontal and vertical
velocities respectively, andp is the pressure.

Four Dirichlet boundary conditions are imposed on the left and top boundaries; the slip
conditionu2 = 0 is set at the bottom boundary; and no boundary conditions are imposed on the
outflow (right) boundary. A20 � 20 mesh with 800 linear triangles and 441 nodes and 1,240
edges is employed. Tolerance of preconditioned GMRES algorithm is set to 0.1, the dimension
of the Krylov subspace to 5 and the number of multicorrections fixed to 3. All the solutions are
initialized with free-stream values.

To test our PID feedback controller for the localCFL condition, we first find approximate
steady-state solutions with a fixedCFL number equal to 0.5, and then we let the controller



choose the localCFL number at each iteration. We solve the problem in three different ways:
(a) with local-time-stepping, (b) with local-time-stepping and freezing (Case 1) and (c) with
local-time-stepping and freezing (Case 2). The objective here is to access the accuracy of the
solution when the PID control strategy is applied to the problem with or without the procedures
to freeze the shock-capturing term. We also want verify if the PID controller is able to produce a
steady-state solution faster than the fixedCFL case, eventually reducing the residue to machine
zero.
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(a) Density with local-time-stepping.
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(b) Density with local-time-stepping and freezing
(Case 1).
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(c) Density with local-time-stepping and freezing
(Case 2).

Figure 2: Oblique shock problem - density profiles atx = 0:9.

Computed densities along linex = 0:9 are plotted in Figure 2 for all cases. After perform-
ing parametric studies for different values of PID parameterskP , kI, kD, we considerkP = 0:18,kI = 0:0 andkD = 0:01 in this first problem. We allowed a minimum and a maximum localCFL numbers of 0.1 and 1 respectively, and a tolerance of 0.1 for changes in nodal density.
If we let the maximum value of theCFL condition grow to 1.5, we observe residual stagna-
tion even using local-time-stepping and freezing processes. We can observe in all cases that



the solutions obtained using the PID controller are virtually identical to the solution obtained
with a fixedCFL number. Note also that the procedure to freeze the shock-capturing term,
Cases 1 and 2, besides the fact of reducing the error in the beginning of the domain, produce
better solutions than the approach used in (a). As a consequence, we restrict to Cases 1 and 2 to
demonstrate the efficiency of our PID controller in reducing computational costs.
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(a) Evolution of density residual for Case 1.
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(b) Evolution of density residual for Case 2.
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Figure 3: Oblique shock problem with local-time-stepping and freezing.

Figure 3 shows evolution of theL2 norm of the density residual for Cases 1 and 2, andCFL number variation. In Case 1, using�min = 0:8, �max = 1:2 andivar = 20, the freezing
process starts at step 105 when we are using the PID controller and at step 120 with a fixedCFL
condition. As we can see in Figure 3(a), both solutions converges to machine zero,10�10, in
less than 400 steps. However, the steady-state is reached faster with the PID control process for
theCFL condition. Observe in Figures 3(a) and 3(b) that the behavior of the density residuals
does not differ significantly for Cases 1 and 2. In Figure 3(c), we see that the PID control in
Cases 1 and 2 produce a smooth curve for theCFL variations with small oscillations only in
the beginning of the process.



We can measure the computational effort to calculate an approximate solutions by the total
number of GMRES iterations needed to obtain the steady-state solution. In Case 1, we need
2,197 GMRES iterations to obtain the steady-state solution against 1,440 iterations when we
use the adaptive PID controller. In Case 2, we need 2,234 GMRES iterations against 1,450
iterations when we use the adaptive PID controller. In both cases, we have obtained the steady-
state solutions1:5 times faster using the PID control forCFL condition. With the PID control
strategy we find approximate solutions with a smaller number of GMRES iterations without any
significant loss of accuracy.

4.2 REFLECTED SHOCK

This two-dimensional steady problem consists of three regions (R1, R2 and R3) separated
by an oblique shock and its reflection from a wall, as shown in Figure 4. Prescribing the fol-
lowing Mach 2.9 flow data at the inflow, i.e., the first region on the left (R1), and requiring that
the incident shock to be at an angle of29Æ, leads to the exact solution (R2 and R3):

R1

8>>>><>>>>: M = 2:9� = 1:0u1 = 2:9u2 = 0:0p = 0:714286 R2

8>>>><>>>>: M = 2:3781� = 1:7u1 = 2:61934u2 = �0:50632p = 1:52819 R3

8>>>><>>>>: M = 1:94235� = 2:68728u1 = 2:40140u2 = 0:0p = 2:93407 (14)
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Figure 4: Reflected Shock - Problem Description.

We prescribe density, velocities and pressure on the left and top boundaries; the slip con-
dition is imposed on the wall (bottom boundary); and no boundary conditions are set on the
outflow (right) boundary. The unstructured mesh consists of 1,837 nodes and 5,430 edges cov-
ering the domain0 � x � 4:1 and0 � y � 1. As before, the tolerance of the preconditioned
GMRES algorithm is 0.1, the dimension of the Krylov subspace is 5, the number of multicor-
rections is 3, and all the solutions are initialized with free-stream values. Since the procedures
to detect convergence stagnation and to freeze the shock-capturing term, Cases 1 and 2, have
been shown effective in accelerate convergence towards steady-state, we use our PID controller
in conjunction with these approaches to find approximate solutions of the problem. We compare
the solutions using our PID controller for theCFL condition and a fixedCFL number equal
to 2. We want to verify the behavior of the controller and his ability in reducing the residue to
machine zero faster than the fixedCFL condition approach.

To evaluate the efficiency of our PID controller, we compare the number of GMRES iter-
ations needed to obtain the steady-state solution with our approach and fixedCFL condition.
We select the PID parameters equal tokP = 0:33, kI = 0:003 andkD = 0:01, after a briefly
parametric study. We allowed a minimum and a maximum localCFL numbers of 0.1 and 2
respectively, and a tolerance of 0.1 for changes in nodal density. We observe residual stagnation



even using shock-capturing and freezing procedures if we let the maximum value of theCFL
condition be greater than 2. In all case, we use�min = 0:8 and�max = 1:2 to detect residual
stagnation. In Case 1,ivar = 15 and the freezing process starts at step 75 when we are using
the PID controller and at step 165 with a fixedCFL condition. In Case 2, the freezing process
starts at step 110 when we are using the PID controller andivar = 10, and at step 180 with a
fixedCFL condition andivar = 30. Figure 5 shows evolution of theL2 norm of the density
residual for Cases 1 and 2, andCFL number variation. All the solutions converge to machine
zero,10�10, in less than 500 steps. Observe in Figure 5 that the PID control produces a smooth
curve with behavior similar to the one obtained in the first example for both Cases 1 and 2.
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(a) Evolution of density residual using the PID con-
troller and fixedCFL condition (Case 1).
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(b) Evolution of density residual using the PID
controller and fixedCFL condition (Case 2).
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Figure 5: Reflected shock problem with local-time-stepping and freezing.

In Case 1, we need 4,206 GMRES iterations to obtain the steady-state solution against
3,372 iterations when we use the PID controller. Thus, we have obtained this solution 1.2 times
faster using the PID control for adaptive CFL selection. We observe that if we impose the
freezing process given in Case 2, we need 4,741 GMRES iterations to obtain the steady-state
solution and the convergence occurs in a later step equal to 475. However, the PID control for



adaptive CFL selection was able to reduce the number of GMRES iterations to 3,783, producing
a good improvement in the convergence towards steady-state. Observe in Figure 5 (c) that the
PID control produces a smooth curve for theCFL variations with behavior similar to the one
obtained in the first example for both Cases 1 and 2.

(a) Density contours using local-time-stepping
(Case 1).

(b) Density contours using local-time-stepping
with adaptive PID control (Case 1).

(c) Density contours using local-time-stepping
(Case 2).

(d) Density contours using local-time-stepping
with adaptive PID control (Case 2).

Figure 6: Reflected shock problem - density contours in an unstructured mesh.

Figure 6 shows respectively the density distribution obtained using a fixedCFL condition
equal to 2 and the PID controller for Case 1, Figures (a) and (b), and for Case 2, Figures (c)
and (d). We can observe that the density distributions show good agreement. Consequently, in
this example the PID controller also produces solutions without any significant loss of accuracy,
improving convergence towards steady-state and reducing computational costs.

4.3 CONCLUSIONS

In this work we present acceleration techniques to improve efficiency of computational
codes developed within the framework of the SUPG finite element formulation with shock cap-
turing. We use edge-based data structures, shock capturing in the SUPG formulation, and a
local-time-stepping strategy with an adaptive PID controller for theCFL condition. In particu-
lar, we verify the efficiency of a PID controller combined to procedures for avoiding to update
the shock capturing term to improve convergence toward steady-state, reducing computational
costs. We observe that the approach with the PID algorithm produces approximate solutions in a
smaller number of steps without any significant loss of accuracy. Our results were obtained with
a fixed set of GMRES parameters, a fixed number of nonlinear iterations and a given precondi-
tioned. Although more experiments are needed to access the interplay of all these parameters,
we believe that our approach may be decisive when solving complex, three-dimensional pro-
blems.
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